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Abstract 

Feature engineering is an important step in data analysis, especially for machine learning applications. A wide range 
of feature selection methods are being used in Electroencephalography (EEG) signal processing applications. Principal 
Component Analysis (PCA) is considered an ideal method for feature selection whenever high dimensional data is 
obtained, especially in signal processing applications. Following an examination of various EEG signal processing 
frameworks, PCA emerged as the winner in the battle to reduce dimensionality. Despite its widespread use, it has been 
found to be ineffective for EEG signal processing problems like epileptic seizure detection due to the nonlinear nature 
of the signal properties. Traditional methods for solving PCA are insufficient in this case, so suggest a novel technique. 
In this paper, PCA is explored with an EEG classification model. The proposed work demonstrates how PCA is 
robustified for an EEG signal processing scenario by applying kernel functions. Statistical features are extracted from 
EEG data after preprocessing by the Desecrate Wavelet Transform (DWT). Initially, the classical PCA algorithm is 
applied for feature selection by reducing the dimensionality. Later, the algorithm is robustified by applying a Gaussian 
kernel in a nonlinear, high-dimensional feature space. In an EEG classification of epileptic seizure detection, the 
adoption of robustified PCA outperforms conventional PCA in terms of accuracy.  
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1. Introduction 

Feature dimension is one of the challenging 
factors in machine learning based signal processing 
frameworks. Larger number of features makes it harder 
to process and visualize the data sets and work on them 
(F. Heydarpour et al., 2020 and Rahiminasab et al., 
2020). As most of the features are correlated with one 
another, they may appear redundantly. This is the 
significance of adopting dimensionality reduction 
techniques in machine learning frameworks as stated in 
(R. John Martin, 2018). Wide ranges of feature 
reduction algorithms are being used for biomedical 
signal processing applications, especially in 
Electroencephalography (EEG). Principal Component 
Analysis (PCA) is the commonly used dimension 
reduction algorithm in EEG based frameworks of 
epileptic seizure detection. The main characteristic of 
PCA is to express the data by reducing the number of 
dimensions without much loss in the required data. It is 
a process of reducing the number of variables under 
consideration by setting a set of principal variables.  

The purpose of PCA is to identify the subset of 
features in our dataset that best capture information on 
the entire dataset, allowing us to minimize dimensions 
with minimal information loss. For example, one can 
reduce the dimension of training data before feeding it 
to a ML model for classification to reduce computation 
time (R. John Martin, 2022). High correlation filters, 
random forests, and backward feature elimination are 
some of the strategies for dimensionality reduction. 
PCA effectively handles this problem by determining 
principal components, which are linear combinations of 
the original features. These components are extracted 
in such a way that the first captures the most variance 
in the dataset; the second collects the remaining 
variance while staying uncorrelated to the first, and so 
on. 

Using the PCA can result in some information loss 
if we do not choose the right number of principal 
components for our data set and its variance. When we 
apply Principal Component Analysis to our data set, the 
original features are transformed into principal 
components: linear combinations of original data 
features. But which features, variables or 
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characteristics in the data set are the most significant? 
After performing the PCA, answering this question can 
be difficult. The loss of information is caused by a 
nonlinear relationship between the features, which is 
also supported by a wide range of studies on EEG 
classification frameworks as stated in table 1. It is 
essential to keep the significant feature components in 
the dataset that will play a crucial role in the 
classification frameworks. This is the prime motive of 
this research. 

The core objective is to minimize the data loss in 
the EEG classification models by enhancing the 
classical PCA. After extensive research, it was 
discovered that the PCA technique may be utilized to 
extract the necessary single or multiple EEG feature 
frequencies from an EEG input. Each signal's 
characteristic frequency yields just two valid 
eigenvalues. The number of effective eigenvalues is 
proportional to the number of raw signal frequencies 
and has no bearing on the size of signal sub-bands. 
Hence, the wavelet method of signal sub-band is 
obtained using DWT and applied to PCA. Now, the 
major challenging factor in this process is nonlinearity. 
Abnormalities in a multi-channel EEG must have 
nonlinear properties, so its signal sub-bands must be 
processed and the significant features retained using 
nonlinear kernel based analysis using robustified PCA 
(Cao, H et al., 2022).  

In this attempt, the classical PCA is robustified by 
using a nonlinear kernel (Katayama H et al., 2022) to 
avoid the loss in cumulative EEG signal feature 
dimension, which will lead to accurate disease 
diagnosis. The contributions of this research include: 

Study the existing EEG based epileptic seizure 
detection frameworks using classical PCA as the 
feature selection method. 

Propose an enhanced PCA with a nonlinear kernel 
Experiment with Classical PCA and Nonlinear 

PCA, and compare their performance. 
The following sections of this paper review and 

exhibit the use of PCA and its variants in EEG signal 
processing with the application of epileptic seizure 
detection frameworks. Section two of this paper 
provides a comprehensive analysis of dimensionality 
reduction techniques used with EEG signal processing 
applications. Section three presents the concepts of 
conventional PCA and robustified PCA with an 
experimental framework of epileptic seizure detection. 
An EEG signal classification is used for validating how 
best the robustified PCA responds. The outcomes of the 
experiments are given in section four and the 
conclusion in section five. 

Table 1 Summary of feature selection methods used in EEG 
classification problems 

2. Related works 
Different approaches are adopted for feature 

selection processes in EEG signal data analysis. Many 
works used non-linear statistical methods for reducing 
the feature dimension. Gajic et al. (2014) adopted 

scatter matrix method of feature reduction in epileptic 
seizure detection problem. In an Alzheimer’s disease 
detection problem, Trambaiolli et al. (2017) used eight 
different algorithms for reducing features. Ozan 
Kocadagli et al. (2017) reported that they have 
employed fuzzy relations for reducing the features of 
epileptic seizure classification. 

Ming-ai Li et al. (2016) extracted features using 
DWT and used an approach called parametric t-
Distributed Stochastic Neighbor Embedding (P. t-SNE) 
for extracting reduced nonlinear features from MI-
EEG. Edras Pacola et al. (2017) used Linear 
Discriminant Analysis (LDA) for obtaining distinctive 

Reference Feature Selection 
Method Adopted 

Gajic et al. (2014, 2015) Scatter Matrix 
Ozan Kocadagli et al. (2017) Fuzzy Relations 
Ming-ai Li et al. (2016) P. t-SNE 
Hadi et al. (2016) SFS 
Elahi et al. (2013) SFS & LDA 
Ahmad M. Sarhan (2017) Statistical moments 
Satchidanada et al.(2013) 
Benzy V.K. et al. (2015) Wavelet coefficients 

Gopika Gopan et al. (2015) Channel reduction 
Edras Pacola et al. (2017) LDA 
Kavita Mahajan et al.(2011) 
Bugli C et al. (2007) ICA & PCA 

Harikumar et al. (2015) PCA, ICA and SVD 
Sharmila et al.(2017) PCA & LDA 
Paulo Amorim et al. (2017) PCA, LDA & ICA 
Xiao-Wei Wang et al. (2014) PCA, LDA & CFS 
Lina Wang et al. (2017) 
Rajendra Acharya et al. (2012) PCA & ANOVA 

John Martin R  et al.(2021) 
Aminion et al. (2010) 
Xie et al.(2011, 2014) 
Noertjahjani et al. (2016) 
Chunchu R et al.(2014) 
Manisha Chandani et al.(2017) 
Sabeti M. et al.(2011) 
Hashem   et al. (2017) 
Esma Sezer, et al (2012) 
Harikumar R.et al. (2015) 
Williamson JR et al. (2012) 

PCA 

Li-Chen Shi et al. (2017) 
L1 norm PCA, 
sparse PCA and 
robust PCA 
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features for binary classification by reducing the 
extracted features using wavelets. In a comparative 
study by Bugli C et al. (2007), Independent Component 
Analysis (ICA) and PCA were analyzed for efficient 
event detection. Similarly, Kavita Mahajan et al. (2011) 
also employed PCA and ICA for dimensionality 
reduction for their EEG classification problem. For 
evaluating the performance of various dimensionality 
reduction techniques, Harikumar et al. (2015) applied 
PCA, ICA, and SVD to an epileptic seizure detection 
problem. Sharmila et al. (2017) used PCA and LDA to 
dimension reduction of extracted features using DWT 
for the classification of epileptic EEG.  Paulo Amorim 
et al. (2017) adopted PCA, LDA, and ICA to reduce the 
feature space for an EEG classification problem. Xiao-
Wei Wang et al. (2014) used PCA, LDA, and 
correlation-based feature selector (CFS) for 
dimensionality reduction in an emotional state 
classification problem using EEG.  

Hadi et al. (2016) inducted the Sequential 
Forward Feature Selection (SFS) algorithm for the 
selection of features and to reduce the dimensionality 
for the classification of epileptic EEG. Elahi et al. 
(2013) employed two methods such as SFS and LDA 
for feature reduction in order to maximize 
classification accuracy. According to Ahmad M. Sarhan 
(2017), statistical moments are applied in an epileptic 
seizure detection problem to reduce the dimensionality 
of input and to choose the features. Wavelet 
coefficients are used manually to reduce feature 
dimension after wavelet analysis in the works reported 
by (Satchidanada Dehuri et al., 2013) and (Benzy V.K. 
and Jasmin E.A., 2015). 

In a multi-channel EEG data analysis by Gopika 
Gopan et al. (2015), feature reduction is achieved by 
limiting channel dimension. The extracted features 
from different domains are reduced by using PCA and 
Analysis of Variance (ANOVA) methods as reported in 
(Lina Wang et al., 2017). Similarly, Rajendra Acharya 
et al. (2012) used PCA for feature dimension reduction 
and ANOVA for feature selection in a wavelet 
framework for seizure detection problem. 

A recent seizure detection framework by John 
Martin et al. (2021) used kernel PCA for feature 
optimization to enhance the classification accuracy and 
it is claimed that the kernel PCA is working well with 

SVM for EEG classification. To attain maximum 
separability extracted features are reduced in 
dimension using PCA as reported by M Aminion et al. 
(2010). Similarly, Xie et al. (2014) attain 
dimensionality reduction by removing insignificant 
components using PCA for epileptic EEG 
classification. In another work by Xie et al. (2011) used 
multi-scale PCA by combining WT and PCA to obtain 
reduced features. Noertjahjani et al. (2016) used PCA 
as an effective feature extraction method for the 
epileptic EEG classification using SVM.   

Roozbeh Z et al. (2017) applied a robust feature 
extraction method by combining PCA and cross-
covariance technique (CCOV) to reduce the feature 
dimension of EEG. In an EEG based vigilance 
estimation problem proposed by Li-Chen Shi et al. 
(2013), tried three other PCA variants for feature 
dimension reduction as L1 norm PCA, sparse PCA, 
and robust PCA along with standard PCA. Williamson 
et al. (2012) stated that principal components are 
obtained by reducing extracted features for their SVM 
classifier. “Table.1” shows the diversified approaches 
used for feature selection in the recent EEG 
classification frameworks of seizure detection. PCA is 
frequently employed for feature selection in the EEG 
signal classification frameworks of epileptic seizure 
detection, according to the referenced literature. When 
comparing PCA to one or more alternative feature 
selection methods such as ICA, SVD, LDA, CFS, and 
ANOVA [ Harikumar et al. (2015), Kavita Mahajan et 
al.(2011), Bugli C et al. (2007), Sharmila et al.(2017), 
Paulo Amorim et al. (2017), Xiao-Wei Wang et al. 
(2014), Lina Wang et al. (2017) and Rajendra Acharya 
et al. (2012) ], it is clear that PCA is the best method 
for reducing feature dimension. According to John 
Martin R et al.(2021), Hashem et al. (2017), and Xie et 
al. (2011, 2014), PCA significantly improves 
classification performance over other feature selection 
approaches. 

Though PCA would identify the highly significant 
features in an EEG classification problem, it is critical 
to maintaining every required feature to avoid 
misclassification, especially in epileptic seizure 
detection applications. This is the driving force for 
using kernel approaches to improve the PCA's 
robustness. 

3. Methods 

Principal Component Analysis (PCA) is a feature 
reduction method which transforms a high dimensional 

dataset into a low-dimensional orthogonal feature 
space while retaining the maximum variance of the 
original high dimensional dataset. In the framework of 
EEG classification, PCA is inducted for feature 
dimension reduction, which will consolidate the most 
significant feature vectors into one or more principal 
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components. Initially, wavelet domain feature 
extraction is materialized using the multiscale 
approximation principle of DWT as stated in (R. John 
Martin, 2018). Extracted high-dimensional features in 
DWT are further subjected to analysis in order to 
obtain compact dimensions in size to enable the 
classification process effectively and efficient. The 
proposed research is carried out in two stages: first, 
traditional PCA is implemented for EEG classification 
(Sec. 3.1), and then, using the kernel function, 
robustified PCA is developed (Sec. 3.2).   

The assumptions that are used to approach PCA 
for optimum productivity include Linearity: The 
principle components (PCs) are a linear combination of 
the original features. PCA may not provide expected 
results if this is not true. Large variance implies more 
structure: Variance is an important measure in PCA that 
indicates how significant a particular dimension is. 
Hence high variance vectors will have emerged as 
principal components. Orthogonality: In PCA, principle 
components are considered orthogonal.  
 
3-1.Feature dimension reduction using 
classical PCA 
Each orthogonal feature vector is referred to as a 
Principal Component (PC). Eigen values are scalar 
factors of the degree of variance within the particular 
PCs. Principal components are graded by their 
corresponding Eigen values, and accordingly, the first 
PC captures the most significant variance in the dataset. 
The second one is perpendicular to the first and gets the 
next significant variance. The two major steps in PCA 
include i) Perform mean normalization and find the 
covariance matrix: The mean of the original signal data 
in all dimensions is first subtracted to produce a data set 
with a zero mean. Consequently, the covariance matrix 
is calculated. And ii) Compute eigenvalues and 
eigenvectors: The covariance matrix decomposition to 
obtain a matrix of eigenvectors in a n-dimensional space 
(n PCs) and their corresponding eigenvalues. This will 
be done with the help of the following algorithm:  

Reducing data from n-dimensional to k-
dimensional space. Computing the covariance matrix 
S: 

𝑆𝑆 =  ∑ (𝑥𝑥𝑖𝑖 −𝑚𝑚)(𝑥𝑥𝑖𝑖 − 𝑚𝑚)𝑇𝑇            (1)𝑛𝑛
𝑖𝑖=1   

 S is an [n x n] matrix.  
Compute eigenvectors and eigenvalues of matrix S  

[U, V] = eigs (S), where eigs provides eigenvector. U 
and V are matrices, where U matrix is an [n x n] matrix, 
turns out the columns of U are the u vectors, so to reduce 

a system from n-dimensions to k-dimensions to take the 
first k vectors from U (first k columns). 

U =  �u(1)     u(2)  … … u(n)�  ∈ R 
It needs to find a way to change ‘x’ (which is n 

dimensional) to z (which is k dimensional). Thus 
reducing the dimensionality. 

Take the first ‘k’ columns of the ‘u’ matrix and 
stack them in columns, where n x k matrix - call this 
Ureduce 

(a) Calculate ‘z’ as follows,  
𝑧𝑧 = (Ureduce)T × x                    (2) 

so, [k x n] * [n x 1] Generates a matrix which is k * 1. 
Features are extracted through DWT based 

multiresolution analysis (MRA). The conventional 
method of PCA is materialized by applying features. 
The feature matrix X is in dimension 300 x 54 (100 
samples each from F, N & S segments and each with 54 
features). The input feature space is normalized by de-
mean of the feature matrix. As the first step, the 
covariance matrix of the feature matrix is obtained. The 
eigenvalues and eigenvectors are then calculated by 
using a covariance matrix. This has been achieved by 
using the following Matlab code: 

[coeff,score,latent,~,explained] = pca(X); Where 
"coeff" are the eigenvectors of the covariance matrix 
called principal component vectors, "latent” is the 
output, and are the eigenvalues of the covariance 
matrix. Multiply the original data by the principal 
component vectors to get the projections of the original 
data on the principal component vector space. This is 
also the output "score".  

The features now in principal component space 
with variations specified in a vector “explained” is in 
“Table 2”. The feature variations obtained after 
conventional PCA is represented by using a scree plot  
in “Fig. 1”. From the scree plot it is noticed that the 
first 3 principal components (PC1, PC2, and PC3) 
together explain 98.1% of the variation. Thus the 
feature dimension is reduced to three and the remaining 
is considered insignificant. 

Table 2 Vectors in principal component space during 
classical PCA 

Principal 
Components 

Variation 

PC1 76.56131087 
PC2 16.82612710 
PC3 4.71003453 
PC4 1.90019686 
PC5 0.00232034 
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PC6 0.00000449 
PC7 0.00000420 
PC8 0.00000101 
PC9 0.00000028 
PC10 0.00000019 
PC11 0.00000010 
PC12 0.00000003 
PC13 0.00000001 

………………. Upto PC54 

 
Fig. 1 Scree plot showing the percentage of variances among 

PCs in Classical PCA 

3.2 Feature dimension reduction using 
robustified PCA 

In high dimensional biomedical data like EEG, 
PCA is best used for expressing linear variability. But 
the characteristic of the high dimensional EEG data set 
is that it has a non-linear nature. In those 
circumstances, PCA cannot determine the variability of 
data accurately. To address this issue of non-linear 
dimensionality reduction, kernel based PCA can be 
recommended. Some improvisations are recommended 
with the usage of kernel functions for nonlinear 
mapping so that the principal components are 
computed efficiently in high dimensional feature 
spaces.  

In general, non-linear methods (Harikumar R et 
al., 2015) are being applied to robustify the classical 
PCA. The extended form of a classical PCA is called 
Kernel Principal Component Analysis (Chenouri S et 
al., 2015; Schölkopf Bernhard et al., 1998) by adopting 
kernel methods. Some innovative approaches applied 
towards classical PCA which may enhance the 
dimension reduction process are termed robust PCA.  

The linear transformation of PCA functionalities 
is carried out in a reproducing kernel Hilbert space 
with a nonlinear mapping.  In kernel-based method, 
the mapping carried out by Kernel PCA depends on the 
choice of the kernel function K, probably may include 
the linear kernel; and the nonlinear kernel functions 

such as the polynomial kernel and the Gaussian kernel. 
In this method, principal components are computed 
efficiently in a high-dimensional feature spaces that are 
related to the input space by some nonlinear mapping.  

Kernel PCA chooses the principal components 
which are nonlinearly related to the input space by 
performing PCA in the high dimensional input space 
obtained through nonlinear mapping, where the low-
dimensional latent structure is, expected to be found 
easily.  

Consider a feature space Φ such that: 

𝑥𝑥 → Φ(𝑥𝑥)                                (3) 

Let’s suppose   ∑ Φ(𝑥𝑥𝑖𝑖) = 0𝑡𝑡
𝑖𝑖  ; it will formulate 

the kernel PCA objective function as follows:  

min��Φ(𝑥𝑥𝑖𝑖)−  𝑈𝑈𝑞𝑞𝑈𝑈𝑞𝑞𝑡𝑡  Φ(𝑥𝑥𝑖𝑖)�
𝑡𝑡

𝑖𝑖

             (4) 

Where U represents the eigenvectors of 
Φ(X)Φ(X)T. Note that if Φ(X) is n × t and the 
dimensionality of the feature space n is large, then U is 
n × n which will make PCA impractical. 

To reduce the dependence on n, it is assumed that 
a kernel K(·, ·) will compute K(x,y) = Φ(x)TΦ(y). 
Given such a function, compute the matrix Φ(X)TΦ(X) 
= K efficiently, without computing Φ(X) explicitly. 
Significantly, K is t × t here and does not depend on n. 
Thus it can be computed in a run time that depends 
only on t. And also, it is observed that the PCA can be 
formulated fully in terms of dot products between data 
points. Replacing dot products by kernel function K, 
which is equivalent to the inner product of a Hilbert 
space yields the Kernel PCA algorithm. To attain 
optimum classifier performance in this proposed 
model, Gaussian kernel is inducted to robustify the 
conventional PCA.  

On implementation of robustified PCA using 
Gaussian kernel function, the features of the input data 
are mapped into the principal components space. The 
variations of the principal components expressed in a 
vector “explained” are given in “Table 3”. Observing 
the concentrated principal components in PC1, PC2, 
and PC3 obtained from robustified PCA, it is clear that 
the three principal components mentioned above can 
identify 99.13 percent of the variations in the input 
data. This is 1.03% ahead of the classical PCA. The 
scree plot in “Fig.2” illustrates the concentrations in the 
principal components of robustified PCA. 
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Table 3: Vectors in principal component space during 
robustified PCA 

Principal 
Component 

Variation 

PC1 77.25931087 
PC2 16.99712710 
PC3 4.86903453 
PC4 0.87319686 
PC5 0.00132034 
PC6 0.00000449 
PC7 0.00000420 
PC8 0.00000101 
PC9 0.00000028 
PC10 0.00000019 
PC11 0.00000010 
PC12 0.00000003 
PC13 0.00000001 

 …………….. Upto PC54 

 
Fig 2: Scree plot showing the percentage of variances among 

PCs in Robustified PCA 

4. Results and discussions 

The major objective of this research was to 
improve the classical PCA to avoid the loss of 
important feature dimensions which are contributing 
towards accurate classification. In the proposed 
method, two variants namely Classic PCA and 
robustified PCA are implemented towards the EEG 
classification problem.  

In the first phase of the research, classical PCA is 
adopted to identify the most significant features which 
are concentrated in the principal components. The 
percentage of variances in the data set concentrated in 
the principal components PC1, PC2, and PC3 together 
as 98.1% as represented in table 1 and figure 1, which 
means 1.9 % of the feature properties remain withthe 
rest of the principal components. Eliminating the 
remaining 1.9% of the feature properties may lead to 
misclassification.    

As a second experiment, robustified PCA is 
implemented with the dataset. While looking at the 

percentage of variances in scree plots, it's evident that 
robustified PCA can explain 99.13 percent of the 
features, which is 1.03 percent ahead of classical PCA 
in the first phase. This is a clear indication of the 
enhanced performance of the robustified PCA over 
classical PCA. Thus, it is presumed that this 
enhancement will lead to a perfect classification of 
EEG signals. 

To verify this enhancement in an EEG 
classification framework, the reduced feature matrix is 
prepared as training and test sets from the pool of 300 
signal feature inputs representing ictal and interictal 
EEG samples of different subjects named Z, O, N, F, 
and S (R. John Martin et al, 2022). The most 
significant features concentrated in the first three 
principal components (PC1, PC2, and PC3) are applied 
to the classifier for epileptic EEG detection in both 
scenarios. The SVM nonlinear Polynomial kernel 
based classifier is used to classify the signal inputs on 
two subjects namely seizure (ictal) and seizure-free 
(interictal).  To perform a 5-fold cross validation, 5 
sets of training and corresponding test samples are 
prepared from the reduced feature matrix.  

"Table.4a" demonstrates the performance of the 
classifier on the selected feature dimensions using 
classical PCA. It should be noted that the SVM-based 
classifier demonstrated 98.9% accuracy, implying that 
the classifier may exhibit a 1.1% error in EEG signal 
classification, which is a cause for concern in disease 
diagnostics.    

Subsequently, the classification model is used 
with robustified PCA using its three principal 
components PC1, PC2, and PC3. It is observed that the 
robustified PCA using Gaussian kernel is doing better 
in the EEG classification framework of epileptic 
seizure detection which is 0.7% ahead of classical PCA 
as stated in “Table 4b”. This clearly shows that by 
identifying the most important EEG signal feature 
properties using the first three principal components, 
the robustified PCA significantly improves 
classification performance, resulting in accurate 
disease diagnosis. 
  



DOI: 10.6977/IJoSI.202212_7(5).0004 
R. Martin/ Int. J. Systematic Innovation, 7(5),46-54 (2023) 

52 

 

Table 4: a) Classifier Performance with Features selected 
using Classical PCA 

Classifier Kernel 
Parameters 

5-fold Cross Validation  
SEN SPE ACC 

SVM-
Polynomi
al Kernel 

d=2 0.937 0.967 0.938 

d=5 0.965 0.996 0.989 

Table 4: b) Classifier Performance with Features selected 
using Robustified PCA 

Classifier Kernel 
Parameters 

5-fold Cross Validation 

SEN SPE ACC 
SVM-

Polynomial 
Kernel 

d=2 0.927 0.989 0.975 

d=5 0.989 0.994 0.996 

5. Conclusion 

In this paper, a methodology has been proposed to 
enhance the classical PCA in EEG classification 
frameworks. The article began by reviewing the 
literature on EEG signal classifications for epileptic 
seizure detection utilizing classical PCA as a feature 
selector. As has been mentioned, the majority of 
authors employed traditional PCA in their frameworks, 
and who established that the EEG machine learning 
frameworks responded well to PCA combinations with 
only mediocre accuracy. Though PCA is a popular 
approach for reducing feature dimensions when there 
are a large number of features in classification 
problems, its performance is questionable when there is 
a nonlinear relationship between the data variables. 
This was the inspiration for the proposed research to 
enhance the classic PCA by incorporating a nonlinear 
kernel. Initially, the classical PCA is experimented with 
and tested with SVM based nonlinear classifier. After 
that, the classical PCA is enhanced with a Gaussian 
kernel, implemented, and tested with EEG signal 
classification. On comparing the feature variations with 
selected principal components, it is noted that the 
kernelized PCA performed better. Thus, the classical 
PCA is enhanced. The EEG classification model 
performed better than classical PCA when the reduced 
features from robustified PCA were applied. As a 
result, the proposed PCA enhancement significantly 
improves disease diagnosis by eliminating the 
misclassification of EEG signals. Furthermore, this 
research experiment yields significant outcomes that 
will be beneficial for future signal processing 
researchers. 

References  

Ahmad, M., Sarhan. (2017). A Low Complexity 
Algorithm for Epileptic Seizure Detection using 
Statistical Moments and Support Vector Machines. 
Biomedical Letters, 3(2), 79-86.  

Aminian, M., Aminian, F., Schetino, L., & Ameli, A. 
(2010). Electroencephalogram (EEG) signal 
classification using neural networks with wavelet 
packet analysis, principal component analysis, and 
data normalization as preprocessors. Proceedings of 
the 21st Midwest Artificial Intelligence and 
Cognitive Science Conference, MAICS 2010, 55-62.  

Benzy, V.  K., and Jasmin, E. A. (2015).  A Combined 
Wavelet and Neural Network Based Model for 
Classifying Depth of Anaesthesia.  Procedia 
Computer Science, 46, 1610-1617. 

Bugli, C., and Lambert, P. (2007). Comparison between 
Principal Component Analysis and Independent 
Component Analysis in Electroencephalograms 
Modeling. Biometrical Journal, 49(2), 312-327. 

Cao, H., Wang, G., Sun, J., Deng, F., & Chen, J. (2022). 
Deep Contrastive Principal Component Analysis 
Adaptive to Nonlinear Data. IEEE Transactions on 
Signal Processing, 70, 5738–5750. 
https://doi.org/10.1109/tsp.2022.3224647 

Chenouri, S., Liang, J., and Small, C. G. (2015). Robust 
dimension reduction. WIREs Comput Stat., 7, 63-69.  

Chunchu, R., and B, Rama, Murthy. (2014). EEG Signal 
with Feature Extraction using SVM and ICA 
Classifiers. International Journal of Computer 
Applications, 85(3), 0975 – 8887. 

Edras., Pacola., Veronica Q., Paulo L., Sérgio P., Fábio, 
Schneider., & Humberto Gamba. (2017). A versatile 
EEG spike detector with multivariate matrix of 
features based on the linear discriminant analysis, 
combined wavelets, and descriptors. Pattern 
Recognition Letters, 86, 31-37. 

Elahi, Z., Boostani, R., & Motie, N. A. (2013).  
Estimation of hypnosis susceptibility based on 
electroencephalogram signal features. Scientia 
Iranica, 20(3), 730–737. 

Esma, S., Isik, H., & Saracoğlu, E. (2012). Employment 
and Comparison of Different Artificial Neural 
Networks for Epilepsy Diagnosis from EEG Signals. 
Journal of Medical Systems, 36,(1).  347–362.  



DOI: 10.6977/IJoSI.202212_7(5).0004 
R. Martin/ Int. J. Systematic Innovation, 7(5),46-54 (2023) 

53 

 

Gajic, D., Djurovic, Z., Di, Gennaro, S., & Fredrik, G. 

(2014). Classification of EEG signals for detection 
of epileptic seizures based on wavelets and statistical 
pattern recognition. Biomedical Engineering: 
Applications, Basis and Communications, 26(2). 

Gajic, D., Djurovic, Z., Gligonjevic, J., Gennaro, S, D., 
& Gajic, I, S. (2015). Detection of Epileptiform 
Activity in EEG Signals Based on Time-Frequency 
And Non-Linear Analysis. Front. Comput. Neurosci., 
9, 38. 

Gopika, G. K., Neelam, S., & Dinesh, B., J. (2015). EEG 
Signal Classification In Non-Linear Framework 
With Filtered Training Data. IEEE 23rd European 
Signal Processing Conference (EUSIPCO), 624 – 
628. 

Harikumar, R., & Sunil, K. P. (2015). Dimensionality 
Reduction Techniques for Processing Epileptic 
Encephalographic Signals. Biomedical & 
Pharmacology Journal,  8(1), 103-106. 

Harikumar, R., and Sunil, K. P.(2015). Principal 
Component Analysis as a Dimensionality Reduction 
Technique and Sparse Representation Classifier as a 
Post Classifier for the Classification of Epilepsy 
Risk Levels from EEG Signals. J. Pharm. Sci. & Res., 
7(6), 282-284. 

Hashem, K., & Mahrokh, G. S.(2017). Stockwell 
transform for epileptic seizure detection from EEG 
signals. Biomedical Signal Processing and Control., 
38, 108–118. 

Heydarpour, F., Abbasi, E., Ebadi, M. J., & Karbassi, S. 
M. (2020). Solving an Optimal Control Problem of 
Cancer Treatment by Artificial Neural Networks. 
International Journal of Interactive Multimedia and 
Artificial Intelligence, 6(4), 18. 
https://doi.org/10.9781/ijimai.2020.11.011 

John, M. R., and Swapna, S. L. (2022). A Machine 
Learning Framework for Epileptic Seizure Detection 
by Analyzing EEG Signals. Int. J. Com. Dig. Sys., 
11(1), 1383-1391. 

John, M. R., Sujatha, S., & Swapna, S. L. (2018). 
Multiresolution Analysis in EEG Signal Feature 
Engineering for Epileptic Seizure Detection. 
International Journal of Computer Applications, 
180(17),  14-20. 

John, M. R., Swapna, S. L., & Sujatha, S. (2018). 

Adopting Machine Learning Models for Data 
Analytics-A Technical Note. International Journal 
of Computer Sciences and Engineering, 6(10), 360-
365.  

John, M. R., Uttam, S., Kiranjeet, K., Noor M., Kadhim., 
Madonna, L., Collins S., & Ayipeh. (2022). Multi-
Dimensional CNN Based Deep Segmentation 
Method for Tumor Identification. BioMed Research 
International. Hindawi. Article ID 5061112. Vol. 
2022. 

Katayama, H., Mori, Y., & Kuroda, M. (2022). Variable 
Selection in Nonlinear Principal Component 
Analysis. Advances in Principal Component 
Analysis. https://doi.org/10.5772/intechopen.103758.  

Kavita, M., M. R, Vargantwar. , & Sangita, M. R.  
(2011). Classification of EEG using PCA, ICA, and 
Neural Network. International Conference in 
Computational Intelligence (ICCIA). Proceedings 
published in International Journal of Computer 
Applications® (IJCA). 

L-C. Shi., R-N. Duan., & B-L. Lu. (2013). A Robust 
Principal Component Analysis Algorithm for EEG-
Based Vigilance Estimation. Conf. Proc IEEE Eng 
Med Biol Soc., 6623-6626. 

Manisha, C., and Arun, K. (2017). Classification of EEG 
Physiological Signal for the Detection of Epileptic 
Seizure by Using DWT Feature Extraction and 
Neural Network.  American Journal of Information 
Management, 2(3), 37-42. 

Ming-ai, Li. , X-y, Luo., & J-f. , Yang. (2016). Extracting 
the nonlinear features of motor imagery EEG using 
parametric t-SNE. Neurocomputing, 218, C, 371–
381. 

Ozan, K.,i and Reza, Langari.  (2017). Classification of 
EEG signals for epileptic seizures using hybrid 
artificial neural networks based wavelet transforms 
and fuzzy relations. Expert Systems with 
Applications, 88, 419-434.  

Paulo, A., Thiago, M., Dalton, F., Jorg,e S., & Helio, P. 
(2017). Electroencephalogram signal classification 
based on shearlet and contourlet transforms. Expert 
Systems with Applications, 67, 140-147. 

Rahiminasab, A., Peyman T., M. J. Ebadi, Ali A., & 
Mehdi S. (2020). An Energy-Aware Method for 

https://doi.org/10.5772/intechopen.103758


DOI: 10.6977/IJoSI.202212_7(5).0004 
R. Martin/ Int. J. Systematic Innovation, 7(5),46-54 (2023) 

54 

 

Selecting Cluster Heads in Wireless Sensor 
Networks. Applied Sciences.  10(21), 7886.  

Rajendra, A. U., Vinitha, S. S., Ang, P., Chuan, A., & 
Jasjit, S. Suri. (2012). Use of principal Component 
Analysis for automatic classification of epileptic 
EEG activities in wavelet framework. Expert 
Systems with Applications, 39, 9072–9078. 

Sabeti, M., Katebi, S. D., R, Boostani., & G, W, Price. 
(2011). A new approach for EEG signal 
classification of schizophrenic and control 
participants. Expert Systems with Applications, 38, 
2063–2071.  

Satchidanada, D., Alok, K ., Jagadev. , & Sung-Bae, C. , 
(2013). Epileptic Seizure Identification from 
Electroencephalography Signal Using DE-RBFNs 
Ensemble.  Procedia Computer Science, 23, 84-95. 

Schölkopf, B., Smola, A., & Müller, K-R., (1998). 
Nonlinear component analysis as a kemel eigenvalue 
problem. Neural Comput., 10, 1299-1319.  

Sharmila. , and Mahalakshmi, P., (2017). Wavelet-based 
feature extraction for classification of epileptic 
seizure EEG signal. Journal of Medical Engineering 
& Technology,  41(8). 

Trambaiolli, L, R., N. Spolaôr., A, C, Lorena., R. 
Anghinah., & J, R, Sato. (2017). Feature selection 
before EEG classification supports the diagnosis of 
Alzheimer’s disease.  Clinical Neurophysiology, 
128(10),  2058-2067. 

Wang, L., Xue, W., Li,  Y., Luo, M., Huang, J., Cui, W., 
& Huang, C.(2017). Automatic Epileptic Seizure 
Detection in EEG Signals Using Multi-Domain 
Feature Extraction and Nonlinear Analysis. Entropy, 
19(6).             

Williamson, JR., Bliss, DW., Browne, DW., & 
Narayanan, JT. (2012). Seizure prediction using 
EEG spatiotemporal correlation structure.  Epilepsy 
Behav., 25(2),.230-238. 

Xiao-Wei W., Dan N., & Bao-Liang Lu. (2014). 
Emotional state classification from EEG data using 
machine learning approach. Neurocomputing, 129,  
94–106. 

Xie, S., and Krishnan, S. (2011). Signal decomposition 
by multi-scale PCA and its applications to long-term 

EEG signal classification. The 2011 IEEE/ICME 
International Conference on Complex Medical 
Engineering. Harbin Heilongjiang,  532-537. 

Xie, S., and Krishnan, S. (2014). Dynamic Principal 
Component Analysis with Nonoverlapping Moving 
Window and Its Applications to Epileptic EEG 
Classification. Hindawi Scientific World Journal, 
2014(6), 419308. 

 

AUTHOR BIOGRAPHIES 

Dr. John Martin has over 25 
years of experience as an 
academic in the field of 
Computer Science. Dr. John 
Martin earned his Ph.D. in 
Computer Science from 

Bharathiar University in India and specialized in 
Machine Learning with an application to biomedical 
data analytics. He has vast experience in higher 
education as an educator and administrator in India and 
the Middle East. Currently, he is working in the School 
of Computer Science and Information Technology at 
Jazan University (Ministry of Education), KSA. He has 
published extensively in the fields of machine 
intelligence and biomedical data analytics and has 
served as editor and reviewer for refereed journals. His 
research was patented both nationally and 
internationally. His accomplishments as an educator, 
mentor, author, researcher, adjudicator, and consultant 
are acknowledged by the global community. His 
research interests include Machine Intelligence, Signal 
Processing, and Healthcare Data Analytics. 

 


	Publisher:
	Structural Simulation of Devices Based on Patent Description............................  … Alexandr Bushuev, Sergey Chepinskiy, Weijie Lin, Botao Zhang, Jian Wang 1-9
	Robustified Principal Component Analysis for Feature Selection in EEG Signal Classification………………............................................................ R. Martin 46-54
	Structural simulation of devices based on patent descriptions
	Alexandr Bushuev1*, Sergey Chepinskiy 1, Weijie Lin2, Botao Zhang2, Jian Wang1,3
	1Faculty of Control Systems and Robotics, ITMO University, Saint Petersburg, Russia
	2School of Automation, Hangzhou Dianzi University, Hangzhou, China
	3HDU-ITMO Joint Institute, Hangzhou Dianzi University, Hangzhou, China
	* Corresponding author E-mail: bushuev@inbox.ru
	(Received 8 November 2022; Final version received 3 March 2023; Accepted 8 March 2023)

	Abstract
	1. Introduction
	2. Problem statement
	3. Defining the similarity function
	E = f({Do}∩{Dn}) / [f({Do}∩{Dn}) + (f({Do}-{Dn}) + (f({Dn}-{Do})],                           (2)
	3.1 Structural simulation
	3.2 Dimensional simulation
	4. Conclusion
	Acknowledgments
	References
	Weidong, L., Xin, L. & Wenbo, Q. (2020). Probabilistic graph-based valuation model for measuring the relative patent value in a valuation scenario. Pattern Recognition Letters. V. 138, 204-210.
	Zaripova, V., Petrova, I., Kravets, A. & Evdoshenko, О. (2015). Knowledge bases of physical effects and phenomena for method of Energy-Informational Models by means of ontologies.  «Creativity in  Intelligent  Technologies and  Data  Science». First C...
	Jian Wang was born in Zhejiang Province, China, in 1980. He received a master degree in computer science in Saint-Petersburg State University of Information Technologies, Mechanics and Optics (ITMO University, Russian) in 2006, where he received a Ph....

	New Model for Creating Innovative Solutions in Continuous Improvement Environments
	Vasco V. Soares1, Helena V. G. Navas 2
	1 Department of Mechanical and Industrial Engineering, NOVA School of Science and Technology, Universidade NOVA de Lisboa, 2829-516 Caparica, Portugal
	2 UNIDEMI, Department of Mechanical and Industrial Engineering, NOVA School of Science and Technology, Universidade NOVA de Lisboa, 2829-516 Caparica, Portugal
	vf.soares@campus.fct.unl.pt; 2 hvgn@fct.unl.pt
	(Received 29 July 2022; Final version received 1 January 2023; Accepted 20 February 2023)
	Abstract
	1. Introduction
	2. Lean philosophy
	3. Innovation
	4. New model proposal
	4.1 Characterization of existing models
	4.2 Gaps
	4.3 New model structure
	4.4 New model fundamentals
	a. Part I
	b. Part II
	c. Part III
	d. Part IV

	4.5 Practical Application Instruction
	5. CI-IMIM in practice
	5.1 CI-IMIM background
	5.2 CI-IMIM application
	5.3 CI-IMIM Validation
	8. Conclusions
	Acknowledgements
	9. References

	Feature selection using binary particle swarm optimization algorithm to predict repurchase intention from customer reviews
	Abstract
	1. Introduction
	2. Literature reviews
	2.1 Metaheuristics for feature selection
	2.2 Binary particle swarm optimization
	2.3 Sentiment orientation-pointwise mutual information
	2.4 k-nearest neighbors
	3. Research methodology
	4. Experiments and results
	5. Conclusions
	References
	AUTHOR BIOGRAPHIES

	Robustified principal component analysis for feature selection in EEG signal classification
	R. Martin
	Faculty of Computer Science & Information Technology, Jazan University, KSA
	* Corresponding author e-mail：jmartin@jazanu.edu.sa
	(Received 5 January 2022; Final version received 19 December 2022; Accepted 4 February 2023)
	Abstract
	1. Introduction
	3. Methods
	3.2 Feature dimension reduction using robustified PCA
	4. Results and discussions
	5. Conclusion
	References

	A Novel Underwater Packet Scheduling based on Modified Priority Backpressure and Peak Age of Information approach
	(Received 11 November 2022; Final version received 24 January 2023; Accepted 9 March 2023)
	Abstract
	1. Introduction
	2. Methodology
	2.1. Age of information (AoI)
	2.2. Congestion control with backpressure algorithm
	2.3. AoI with priority
	2.4 Class-based normalized PAoI
	2.5. Modified priority backpressure algorithm with consideration to real-time packets and AOI
	3 Results and discussions
	3.1 Simulation results
	References


	Application of text mining in PTT forum in analysis of consumer preference for online shopping platforms
	Wen-ni Shih , Yuu-sen Lin
	Graduate Institute of Human Resource and Knowledge Management
	National Kaohsiung Normal University
	wennie2468@gmail.com; easonlin@nknu.edu.tw
	Abstract

	應用PTT論壇文字探勘探討消費者對於
	網購平台的偏好之研究
	施文妮   林裕森*
	高雄師範人力與知識管理研究所
	wennie2468@gmail.com       easonlin@nknu.edu.tw *通訊作者
	摘要
	1.緒論
	1.1研究背景與動機
	1.2研究目的
	2.文獻探討
	2.1網路購物
	2.1.1網路購物的發展
	2.2疫情下的購物模式
	2.2.1台灣在疫情下的購物影響
	2.3網路行銷
	2.3.1網路行銷現況
	2.4文字探勘技術
	2.5網路輿情分析技術
	2.5.1網路輿情分析技術
	2.5.2文字雲
	3. 研究方法與設計
	3.2研究方法
	3.2.1資料蒐集
	3.2.2資料處理
	3.2.3資料分析
	4.研究結果
	4.1樣本描述
	4.1.1購物平台偏好性之情感傾向
	4.2熱門詞彙分析
	4.2.1熱門詞彙文字雲
	4.3正負向分析
	4.3.1正向文章之分析
	4.3.2負向文章之分析
	5.結論與建議
	5.1研究結論
	5.2研究限制與建議
	5.2.1對於網路購物平台使用者的建議
	5.2.2對於研究者的建議
	5.2.3研究限制
	中文
	English




