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Abstract

Complex problems do not just ask for better answers; they ask for better ways of thinking. Accordingly, complex
socio-technical design problems require integrated approaches that simultaneously address technical contradictions
and human-centered processes. This study introduces contradiction-oriented exploration (COREX), a dual-track
methodology designed to solve complex design problems involving both technical systems and human behavior.
This approach combines two powerful tools: (i) The General Theory of Powerful Thinking—Theory of Inventive
Problem Solving, which focuses on identifying and resolving system-level contradictions; and (ii) The Six-Box
Scheme, which provides a user-centered, process-based framework for creative problem solving. By linking
contradiction analysis with recursive exploration and real-world testing, this approach helps teams move from
unclear user needs to structured innovations. The method was applied in a research and development setting
focused on adaptive seat design. Participants followed a procedure that included problem modeling, contradiction
identification, and inventive solution development. Results showed that COREX helped teams address design
trade-offs more effectively than when using either method alone. The feedback cycles allowed for continuous
improvement and system refinement. Overall, the methodology offers practical value for design teams working
in emerging socio-technical domains by supporting both analytical thinking and creative ideation in an integrated
process.

Keywords: Contradiction-Oriented Exploration, General Theory of Powerful Thinking—theory of Inventive Problem
Solving, Six-Box Scheme

1. Introduction

General Theory of Powerful Thinking—Theory
of Inventive Problem Solving (OTSM-TRIZ) excels
in logical depth but is difficult to apply. In contrast,
the Six-Box Scheme offers an intuitive, step-by-step
process but lacks tools for handling contradictions.
This reveals a core tension: Logic helps us go deep,
while process helps us move forward, but each without
the other remains incomplete.

The challenge mirrors a typical TRIZ
contradiction (Fig. 1): increasing “ease of use” without
reducing “complexity handling.” Suggested inventive
principles include IP1 (segmentation), IP5 (merging),
IP13 (the other way round), and IP24 (intermediary).

To resolve this, we propose contradiction-oriented
exploration (COREX), aunified innovation methodology
that combines OTSM-TRIZ’s contradiction reasoning
with the Six-Box Scheme’s structured flow. COREX
merges logic and process, making problem-solving
both rigorous and intuitive. Its core contribution is
bridging two complementary paradigms—analytical
and procedural—into a scalable method for addressing
complex technical and behavioral challenges. COREX
enables deeper insight, focused ideation, and iterative
learning. It is not only a tool but also a systematic way
of thinking within complex systems.

This article proceeds as follows: Section 2
reviews contradiction-based and cognitive models.
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COREX - Contradiction Oriented Exploration

Contradiction-based Process-based
logic creativity

(OTSM-TRIZ) (Six-Box Scheme)

Main contradiction: Ease of use vs. depth of logic
Inventive principle: IP#5 - merging

Fig. 1. Building blocks of the contradiction-oriented
exploration
Abbreviations: OTSM-TRIZ: General Theory of
Powerful Thinking—Theory of Inventive Problem
Solving.

Section 3 introduces theoretical foundations. Section
4 presents COREX. Section 5 offers a case study.
Section 6 compares results. Section 7 concludes with
contributions and future directions.

2. Literature Review

Various systematic innovation processes (SIPs)
have been proposed in the literature. Sheu and Lee
(2011) introduced a phased SIP that integrates TRIZ
and non-TRIZ tools, allowing structured transitions
from opportunity discovery to implementation. Mann
(2007) proposed the systematic creativity process,
emphasizing the use of TRIZ tools across phases
such a tool selection, idea generation, and evaluation.
However, these models often address tactical rather
than strategic innovation, and they typically lack
recursive feedback mechanisms.

The W-model (Brandenburg, 2002) and the
innovation value chain (Hansen and Birkinshaw,
2007) introduce strategic perspectives but fall short in
problem-solving depth and contradiction resolution.
Likewise, the accelerated innovation process, customer
connection, and ecosystem of innovation (ACE) model
incorporates big data analytics for dynamic product
development but follows a linear process and lacks
built-in adaptability (Zhan et al., 2017).

Some SIP models address emerging innovation
needs more directly. Kruger et al. (2019) emphasize
psychological factors such as inertia in problem solving.
Roper et al. (2008) focus on knowledge transformation
as a pathway to innovation, but both models lack
mechanisms for contradiction resolution. In contrast,
Sun et al. (2020) propose a TRIZ and OTSM-based
SIP tailored for interdisciplinary research, offering
recursive feedback and strong contradiction logic.

More recent models extend TRIZ applications
further. Wang et al. (2024) propose the Radical
Problem-Solving Model for breakthrough innovation,
while Mann (2023) applies TRIZ to chaotic and high-
risk environments using the “observe, orient, decide,
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and act” loop for rapid decision-making. These works
highlight TRIZ’s evolving flexibility, though most still
rely on linear or semi-structured flows.

Recent developments such as cyclical TRIZ
(Altun, 2025a) and TRIZ reverse (Dewulf et al.,
2023; Cosgun and Altun, 2025) aim to address
the limitations of linear thinking by introducing
feedback loops, scenario-based learning, and layered
innovation cycles. Cyclical TRIZ, inspired by the
Mayan calendar, structures innovation into short-term,
mid-term, and long-term cycles, allowing continuous
strategic realignment. TRIZ reverse approaches
contradictions retrospectively by analyzing how
existing solutions emerged, thus offering insight into
hidden design logic.

Recent efforts have also sought to enhance
traditional TRIZ methodologies through hybrid
approaches incorporating computational intelligence
and environmental modeling. Notably, Mohammadi
and Zeng (2025) proposed the environment-based
design (EBD)-TRIZ-large language model (LLM)
model, integrating TRIZ with EBD and LLMs to
improve the generation and selection of inventive
principles in context-aware scenarios. Their model
systematically identifies environmental constraints
and opportunities, enhancing the alignment between
problem formulation and solution space exploration.

Classical TRIZ is often linear and focused
on single-point contradictions, which limits its
adaptability in complex and dynamic problem spaces.
To overcome these limitations, OTSM-TRIZ was
developed as a meta-level extension of TRIZ. It
introduces problem networks, meta-contradictions, and
fractal logic structures, enabling systemic exploration
beyond isolated problems (Sun et al., 2020). OTSM-
TRIZ supports recursive reasoning and predictive
contradiction handling, but due to its formalism and
abstraction, it often requires expert facilitation.

Meanwhile, the Six-Box Scheme proposes a
process-oriented model that reflects natural human
problem-solving behavior (Nakagawa, 2011, 2016a,
2016b, 2018). It divides the innovation process
into six stages: From problem recognition to real-
world implementation. This scheme is accessible
and effective for interdisciplinary teams but lacks
structural mechanisms to analyze contradictions or
logical dependencies.

Although a variety of SIPs exist in the literature,
a persistent gap remains: no single model fully
integrates contradiction-based logic with a cognitive
process structure in a recursive and scalable manner.
To bridge this gap, COREX is proposed in this study.
It introduces a dual-layered model: the inner layer,
based on OTSM-TRIZ, structures and analyzes
contradictions, while the outer layer, based on the Six-
Box Scheme, provides a sequential and cognitively
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natural flow. This integration allows for both depth
and usability.

As summarized in Table 1, COREX differentiates
itself by enabling recursive learning, cognitive flow,
and contradiction-centered exploration, making it a
unique and integrated response to the limitations of
existing SIP models.

3. Theoretical Foundations
3.1. OTSM-TRIZ

Classical TRIZ follows a largely linear
approach, addressing one contradiction at a time
(Altshuller, 1984, 1996). While effective for well-
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in complex, multi-faceted situations where solving
one contradiction often generates new, more intricate
ones (Ilevbare et al., 2013). In complex systems,
inventive design typically evolves non-linearly:
resolving a contradiction may reshape the system and
create additional conflicts. This increasing complexity
presents significant challenges for classical TRIZ
(Elmaraghy et al., 2012), as it typically addresses
one contradiction at a time and lacks mechanisms to
manage systemic interactions and layered networks of
problems (NoPs) (Fiorineschi et al., 2015).
Recognizing this limitation, Altshuller proposed
developing a more advanced methodology that
could unify diverse problem types under a common

defined problems, this structure limits its adaptability problem-solving  framework (Khomenko and
Table 1. A comparison of the existing SIP models/approaches
SIP model/approach Process Contradiction handling | Adaptability/ Innovation
structure feedback orientation
Classical TRIZ (Altshuller, Linear Focused on a single Limited Problem-solving
1984, 1996) contradiction
OTSM-TRIZ (Khomenko and | Recursive/ Multi-level, networked High System
Kucharavy, 2002) fractal contradictions transformation
Six-Box Scheme (Nakagawa, | Sequential Absent Moderate Cognitive creativity
2011, 2016a, 2016b, 2018)
Cyclical TRIZ (Altun, 2025a) | Cyclical Embedded in each cycle Built-in (short/mid/ | Strategic and
(3-tiered) long cycles) sustained
TRIZ reverse (Dewulf et al., Inverse Extracted from solutions Low Retrospective
2023; Cosgun and Altun, 2025) | deductive learning
SIP (Sheu and Lee, 2011) Phased Moderate Moderate Cross-phase
Mann’s systematic creativity Phased Tool-driven Low Creative execution
(Mann, 2007)
W-model (Brandenburg, 2002) | Phased Low Low Strategic planning
Innovation value chain (Hansen | Linear Absent Low Idea-to-market
and Birkinshaw, 2007)
Roper et al. (2008) Phased Absent Low Knowledge
conversion
ACE model (Zhan et al., 2017) | Linear None Low Data-driven cycles
Kruger et al. (2019) Linear Moderate Low Psychological
enablers
IDR (Sun et al., 2020) Recursive Strong High Interdisciplinary
Radical TRIZ (Wang et al., Linear Strong Low Radical innovation
2024)
TRIZ-OODA (Mann, 2023) Adaptive loop | Moderate High Crisis response
EBD-TRIZ-LILM Data-driven/ Context-aware Moderate (via Environment-adaptive
(Mohammadi and Zeng, 2025) | Al-supported contradiction suggestion LLM-assisted ideation
via environment modeling | iteration)
COREX (this study) Dual-layered Core mechanism Built-in recursion Integrated thinking
(processtlogic) | (OTSM-enhanced) and systemic insight

Abbreviations: ACE: Accelerated innovation process, customer connection, and ecosystem of innovation; Al: Artificial
intelligence; COREX: Contradiction-oriented exploration; EBD: Environment-based design; IDR: Interdisciplinary research;
LLM: Large language models; OODA: Observe, orient, decide, and act; OTSM: General Theory of Powerful Thinking;

SIP: Systematic innovation process; TRIZ: Theory of Inventive Problem Solving.
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Ashtiani, 2007). This idea laid the groundwork for
OTSM, a meta-level evolution of TRIZ introduced by
Khomenko and Kucharavy in the 1980s (Khomenko
and Kucharavy, 2002).

OTSM-TRIZ introduces several key conceptual
tools, such as:

(i) NoP modeling to manage interdependent
problems

(il) Meta-contradiction analysis to reveal structural
barriers to innovation

(iii) Fractal reasoning for recursive exploration of
problem layers

(iv) Predictive evaluation to anticipate side effects of
proposed solutions.

Cavallucci et al. (2015) applied OTSM-TRIZ
in helicopter assembly processes to map system-
wide decisions and anticipate the cascading impact
of design choices. Khomenko et al. (2009) employed
OTSM’s NoP to support complex research and
development (R&D) strategies in the energy sector,
enabling interdisciplinary collaboration and long-term
innovation planning.

Fiorineschi et al. (2015) compared OTSM-
TRIZ with classical TRIZ in the conceptual design
of a stratospheric gondola. Their study showed that
OTSM-TRIZ’s hierarchical decomposition of complex
systems greatly improved the management of system-
wide interrelations. Moreover, Borgianni et al. (2015)
integrated OTSM-TRIZ with decision-making models
to enhance the evaluation of design concepts in high-
stakes innovation projects.

Together, these examples demonstrate that
OTSM-TRIZ not only improves problem-solving
efficiency but also strengthens strategic decision-
making and innovation management across sectors.

3.1.1. Network of problems

The NoP framework maps the relationships
between design parameters, intermediary parameters,
andneed parameters, forming a web of interactions where
inconsistencies emerge as structural contradictions
(Eltzeretal., 2006). These inconsistencies arise when the
desired values of interconnected parameters conflict—
improving one need parameter may compromise
another. This systemic inconsistency constitutes the
global problem, which cannot be resolved through
linear reasoning alone (Fig. 2).

The network of problems offers a structured way
to represent and explore these contradictions. Each
node in the network corresponds to a parameter or
function, and each edge represents a dependency or
influence.

Through this structure, designers can identify:
(i) Where contradictions emerge (e.g., conflicting

design goals)
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Global problem

Local solutions

Intermediary Local needs
parameters

Need parameter
Need parameter

Fig. 2. Network of problems

Design parameter

OO

(il) How changes in one part of the system propagate
elsewhere

(i) Where inventive principles or separation
strategies could be applied.

Khomenko and Ashtiani (2007) emphasize
that NoP transforms loosely defined or chaotic
design challenges into a logically organized
architecture of problems. By formalizing system
behavior through parameter relationships, the NoP
model supports systematic problem decomposition,
enabling a clearer definition of sub-problems and
meta-contradictions.

Within the COREX methodology, NoP plays
a central role in structuring problems and mapping
contradictions. It forms the analytical backbone that
enables teams to move beyond surface-level symptoms
and uncover deeper logical tensions. This elevates
COREX from a toolset to a comprehensive thinking
system capable of structuring and transforming
complex design challenges.

3.1.2. Meta-contradiction analysis

In many innovation scenarios, contradictions
do not exist independently; they stem from deeper
systemic constraints within the problem structure.
Meta-contradictions refer to these higher-order
conflicts that arise when multiple local contradictions
interact or when a problem resists simplification into a
single conflict (Khomenko and Ashtiani, 2007).

In OTSM-TRIZ, meta-contradiction analysis
provides a strategic mechanism for identifying what
makes a system inherently resistant to innovation.
These contradictions often reflect competing system-
level goals (e.g., maximizing customization while
minimizing production complexity). Unlike classical
TRIZ, which focuses primarily on technical or physical
contradictions, OTSM-TRIZ uses meta-contradiction
trees and problem parameter hierarchies to locate
deeper innovation barriers.

This concept allows designers to go beyond direct
contradiction resolution and target the root structural
limits of the system. Fiorineschi et al. (2015) highlight
that identifying meta-contradictions was essential
in managing the layered constraints of high-altitude
aerospace design. Thus, meta-contradiction analysis
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not only guides problem-solving but also redefines the
boundaries of innovation.

3.1.3. Fractal reasoning

A major strength of OTSM-TRIZ is its use
of “fractal reasoning” to handle complex, layered
problem spaces (Khomenko and Kucharavy, 2002).
In this approach, each problem is viewed as part of a
larger system and may itself contain subsystems and
nested contradictions. This mirrors the structure of
complex real-world problems, where solving one issue
often reveals a cascade of related sub-problems.

Rather than stopping after solving a single
contradiction, OTSM-TRIZ promotes recursive
exploration: testing solutions for hidden contradictions
and tracing their implications across system layers.
This principle reflects the non-linear nature of
innovation, which is better understood as the ongoing
reconfiguration of system constraints and opportunities.

3.1.4. Predictive evaluation

Predictive evaluation is based on cause-
effect chain analysis and future scenario modeling
(Khomenko et al., 2009). These tools help anticipate
potential side effects and verify whether a solution
resolves the core problem or merely shifts it elsewhere.

In the context of energy systems, Cavallucci
et al. (2015) demonstrated how predictive analysis
within OTSM-TRIZ/Inventive Design Method-TRIZ
improved long-term decision robustness in helicopter
assembly planning. Using NoP-based propagation
models, they identified secondary contradictions
before implementation.

3.2. Six-Box Scheme

The Six-Box Scheme, proposed by Toru
Nakagawa as the foundation of his broader Creative
Problem-Solving framework, offers a systematic
structure for navigating the stages of inventive
thinking. While classical TRIZ and many scientific
problem-solving models rely on the Four-Box Scheme
(specific problem, abstract problem, abstract solution,
and specific solution), the Six-Box Scheme expands
this into a more process-aware structure. As shown in
Fig. 3, it provides a comprehensive map of the creative
thinking journey, from initial problem recognition to
real-world implementation (Nakagawa, 2011, 2016a,
2016b, 2018).

Unlike conventional flowchart-based approaches,
which focus primarily on the order and execution of
procedures, the Six-Box Scheme is based on a dataflow
philosophy (Nakagawa, 2011). This means that the
model emphasizes the types of information to be
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Box3 Box 4
Understanding of the present

: Ideas for a new system
system and the ideal system i

Real world
(technology, business, society)

Box 2 Box 5

Well-defined specific problem Conceptual solutions

SEPNES| S

Box 1 Box 6

User’s specific solution

A il

User’s specific problem

I

Fig. 3. The Six-Box Scheme

obtained, transformed, and delivered at each stage.
Traditional flowcharts concentrate on “what to do and
when,” often losing sight of “what to know and why.”
In contrast, the Six-Box Scheme views innovation
as an information-centered transformation process:
from vague real-world observations to well-defined
problems, from system analysis to idea generation, and
from conceptual design to implementation. Each box
corresponds not only to a step in the innovation journey
but also to a knowledge state defining the type of insight
that must be achieved at that stage (Nakagawa, 2016a).

3.2.1. A dual domain perspective

A key conceptual advancement in the Six-Box
Scheme is its separation of the innovation process into
two cognitive domains:

(1) The “real world,” where problems originate,
and solutions are ultimately implemented
(Boxes 1, 2, and 6),

(i)  The “thinking world,” where abstract analysis and
creative reasoning take place (Boxes 3, 4, and 5).
In this structure: Box 1 captures the user’s initial

complaint or observation. Box 2 formulates a well-defined

problem. Boxes 3-5 reflect the process of structured idea

development within the thinking world. Finally, Box 6

delivers actionable outputs back into reality.

This separation encourages practitioners to
temporarily step away from immediate pressures and
constraints and enter a focused, reflective mode of
creative exploration. In collaborative environments, it
also supports group ideation sessions, workshops, and
structured co-creation.

3.2.2. The three macro processes

Nakagawa (2011) further identifies three macro-
level processes within the Six-Box Scheme:


https://dx.doi.org/10.6977/IJoSI.202512_9(6).0001

(i) Problem definition process (real world)
° Recognizing the user’s concern (Box 1),
e  Framing a solvable, structured problem
(Box 2)
(ii)) Creative problem-solving process (thinking
world)
° Analyzing the present and the ideal system
(Box 3)

° Generating new ideas (Box 4)

(iii) Constructing conceptual solutions (Box 5)

° Solution implementation process (real

world)
(iv) Deploying the solution into actual systems or

products (Box 6).

This clear division of phases enhances the clarity,
teachability, and transferability of the model. Each
stage aligns with a specific cognitive goal, allowing for
modular adaptation across various real-life innovation
workflows.

4. Proposed Methodology
4.1. A Dual-layered Structure

In COREX, OTSM-TRIZ serves as the logical
engine responsible for mapping contradictions,
modeling problem networks, and reasoning through
recursive system behavior. Specifically, OTSM-
TRIZ contributes to the proposed methodology in the
following ways:

(i) Problem structuring (Box 2): The user’s problem
is not only redefined but also modeled through
the NoP, enabling the identification of systemic
inconsistencies and the decomposition of
complex design goals

(ii)) System analysis (Box 3): The present system
and ideal system are explored through meta-
contradiction analysis, fractal modeling, and
parameter dependency mapping, providing
structured abstraction and insight into the root
logic of the problem

(iii) Idea generation (Box 4): Contradictions
identified in earlier steps are resolved using
inventive strategies drawn from TRIZ principles,
enhanced by OTSM’s predictive and recursive
logic.

By embedding these mechanisms into COREX,
contradiction handling becomes a continuous,
feedback-driven process, rather than a single-point
resolution effort.

While OTSM-TRIZ structures the internal
reasoning process, the Six-Box Scheme forms the
external procedural and cognitive structure through
which users interact with the problem-solving journey.
It does so by:

(i) Providing a stage-wise process flow aligned
with human creative cognition, making COREX
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accessible to non-experts and cross-functional

teams
(i) Guiding practitioners through problem definition

(boxes | and 2), structured analysis and creativity

(boxes 3-5), and real-world implementation

(Box 6) in an iterative fashion
(iii) Ensuring that each logical insight from OTSM-

TRIZ is cognitively processed and practically

translated into action within a broader innovation

workflow.

The Six-Box Scheme allows COREX to
function not merely as a logical tool but as a “thinking
environment,” supporting decision-making, team
collaboration, and strategic innovation deployment.

4.2. Algorithm of the Proposed Methodology

Table 2 presents the COREX implementation
algorithm, describing each phase, its function, and the
tools involved. The approach is designed for real-world
innovation teams seeking both conceptual clarity and
logical depth when addressing complex, contradiction-
rich challenges.

In this methodology, steps 1 and 2 are carried out
primarily in the real world, reflecting direct user needs
and constraints. Steps 3—5 occur within the thinking
world, where abstraction, contradiction modeling,
and ideation are guided by OTSM-TRIZ reasoning.
Steps 6 and 7 transition back to the real world, where
implementation and validation take place. Step 8
represents the recursive structure of COREX, allowing
for continuous refinement and adaptation—an essential
feature for complex and evolving systems.

5. Case Study

To illustrate the practical value of the COREX
methodology, this section applies it to a real-world
design challenge in the context of autonomous vehicles
(Altun et al., 2022; Altun, 2023; Altun, 2025b; Kim,
2021). As driver responsibility decreases, the vehicle
cabin must evolve to support new expectations of
comfort, flexibility, and usability. However, these
demands often introduce contradictions, especially
between passenger comfort and system safety. The
following use case illustrates how COREX can be
applied step-by-step to structure, analyze, and resolve
such contradictions.

5.1. Step 1 — Capture the Initial Problem (Box 1)

User observations and feedback from
autonomous vehicle prototypes indicate a recurring
concern: “I want to relax and recline fully during the
ride, but I’'m not sure if I will be safe in case of an
accident.”


https://dx.doi.org/10.6977/IJoSI.202512_9(6).0001

This vague concern reflects a contradiction
between comfort and safety (Fig. 4). Although no
explicit failure has occurred, the user’s hesitation
signals an unresolved design problem. The goal at this
step is to capture the user’s discomfort and translate
it into a design challenge suitable for structured
exploration.
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5.2. Step 2 — Define the Problem Structure (Box 2)

In this step, the vague user concern is
transformed into a well-defined and analyzable design
problem. To achieve this, the team applies NoP
modeling to systematically map interactions among
design parameters, intermediary parameters, and need
parameters.

Table 2. Step-by-step contradiction-oriented exploration methodology

Steps Six-Box ref. Cognitive objective Tool (s) used

Step 1: Capture the initial Box 1 Recognize vague user concern - Informal observation
problem - User feedback

Step 2: Define the problem Box 2 Formulate a well-defined and - NoP modeling
structure measurable problem - Parameter mapping

Step 3: Analyze present and | Box 3 Explore both current and - Meta-contradiction analysis
ideal systems desired system states - Fractal reasoning

Step 4: Identify core Box 3 Reveal systemic conflicts and - TRIZ contradiction matrix
contradictions (continued) inconsistencies - Root conflict analysis

Step 5: Generate inventive Box 4 Produce ideas to resolve core - TRIZ inventive principles
solutions contradictions - Separation strategies

Step 6: Construct conceptual | Box 5 Organize ideas into feasible - Constraint analysis
solutions concepts - Predictive evaluation

Step 7: Implement and Box 6 Deploy the solution in a real - Evaluation criteria (business/technical)
validate context - Feedback loop

Step 8: Recursive feedback (Back to Box 1) | Reframe the problem if - Recursive OTSM modeling
loop unresolved or evolving - NoP update

Abbreviations: NoP: Network of problems; OTSM: General Theory of Powerful Thinking; TRIZ: Theory of Inventive Problem

Solving.

Reclining

Design parameters

Intermediary parameters

Reclining angle

Passenger
comfort

Crash safety
and restraint
effectiveness

Need parameters

Passenger comfort

Crash safety

Fig. 4. Initial contradiction between comfort and safety

and restraint effectiveness
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As illustrated in Fig. 5, the NoP of an
automotive front-seat system reveals a complex
web of interdependencies. Design parameters such
as reclining angle, seat shape, headrest design,
and seatbelt configuration influence intermediary
attributes, including seat-back shape, foam density, and
anchor points. These intermediary attributes, in turn,
contribute to various need parameters such as comfort,
safety, ergonomics, durability, and adjustability.

In the specific case of the reclining seat problem:

Design parameter: Reclining angle

Need parameters: Passenger comfort (positively

affected), restraint system safety (negatively

affected)

o Intermediary parameters: Seatbelt anchor position,
headrest geometry, seat adjustability mechanism,
seat foam density, and seat-back angle.

An increase in reclining angle improves comfort
but compromises the alignment and effectiveness
of seatbelt and airbag systems, thus reducing safety.
This trade-off leads to a structural contradiction:
optimizing one need parameter (comfort) degrades
another (safety), with the conflict propagated through
intermediary parameters.

This form of contradiction is non-local, meaning
that it does not reside within a single parameter but
emerges from cross-linked dependencies. As such,

Design parameters

Reclining angle

Armrest design

Intermediary parameters
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it cannot be resolved through linear optimization
or isolated improvement. Instead, it requires multi-
parametric adjustment and inventive restructuring,
which COREX supports through its recursive and
logic-based exploration process.

Using the NoP structure, as shown in Fig. 5,
the design team is able to: (i) Make hidden parameter
relationships visible, (ii) Identify and quantify the
tension points within the system, and (iii) Prepare a
structured basis for contradiction modeling in the
following COREX step.

Although Fig. 5 visualizes the internal structure
of the NoP, the resulting contradictions extend beyond
isolated parameter interactions and form a hierarchical
structure consistent with OTSM-TRIZ logic. At the first
level, local contradictions arise between directly linked
parameters. For example, increasing the reclining angle
improves comfort but misaligns the seatbelt anchor,
while softer foam density enhances pressure distribution
but reduces structural stability. As these tensions
propagate through intermediary attributes (such as seat-
back shape, foam density, and anchor positioning), they
evolve into technical contradictions, where improving
one engineering attribute worsens another (e.g.,
increased adjustability reduces long-term durability;
improved cushioning decreases crash stiffness). Some
tensions span functional domains and become non-local

Need parameters

Seat vent11at1on de31gn

Seat heater and c;uoler design

Chmate control

'-:

Seat frame structure

Fig. 5. Network of problems structure for front-seat systems in automotive design. Solid black arcs represent direct
parameter dependencies; red arcs indicate aggregated conflict areas between key need parameters; blue elements
represent the main influential parameters of the case study


https://dx.doi.org/10.6977/IJoSI.202512_9(6).0001

contradictions, such as enhanced ergonomic contouring
requiring additional sensors and thus increasing privacy
intrusion. These accumulated tensions converge into a
system-level meta-contradiction, as illustrated in Fig. 5
by the diverging need-parameter curves: Comfort
requires softness, adaptability, and spatial freedom,
whereas safety and durability require rigidity, reliable
alignment, and controlled posture.

This layered structure clarifies how parameter-
level dependencies within the seat system give rise to
higher-order conflicts. The contradictions in this case
can be grouped as follows:

(i)  Local contradictions

° Reclining angle versus seatbelt anchor

alignment

° Foam density/seat shape versus pressure

distribution stability
(i1)) Technical contradictions:

° Improved adjustability mechanisms reduce

long-term durability

° Increased foam softness lowers crash stiffness

° Improved climate responsiveness increases

energy use
(iii) Non-local contradictions

° Enhanced ergonomic shaping increases

privacy intrusion (due to added sensing)

° Automated posture correction reduces

perceived autonomy

° Improved deformation recovery reduces

vibration comfort
(iv) Meta contradiction
° The comfort subsystem (e.g., reclining
angle, foam softness, adaptability) conflicts
with the safety-durability subsystem
(e.g., structural rigidity, alignment stability,
restraint geometry)

Similar multi-layered tensions were demonstrated
in a previous OTSM-TRIZ-based front-seat design
study (Altun, 2025c), reinforcing the relevance of
network-driven contradiction mapping for automotive
seating systems. Making these hierarchical relationships
explicit strengthens the connection between the NoP
structure in Fig. 5 and the contradiction modeling
performed in the subsequent steps.

It should be noted that several contradictions
discussed later (e.g., structural rigidity vs. flexibility;
personal freedom vs. system control; sensor feedback
vs. crash response time) represent higher-level
abstractions derived from the combinations of the
design and intermediary parameters, as shown in
Fig. 5, rather than new or independent parameters.

5.3. Step 3 — Analyze Present and Ideal Systems
(Box 3)

The present system is based on conventional seat
designs optimized for upright posture, where seatbelts

DOI: 10.6977/1J0S1.202512 9(6).0001

K. Altun/Int. J. Systematic Innovation, 9(6), 1-16 (2025)

and airbags operate reliably. The ideal system would
allow passengers to rest in any desired posture without
compromising safety.

At this stage, meta-contradiction analysis is
applied. The root contradiction lies not only between
comfort and safety but also in the shared spatial
domain: both demands are imposed on the same
physical structure (the seat). Using fractal reasoning,
the contradiction is decomposed into:

(i) Constraint conflicts within the seat design

(structural rigidity vs. flexibility),

(il)) System-level conflicts (personal freedom vs.
system control),

(iii)) Cross-domain dependencies (sensor feedback
vs. crash-response time).

This layered analysis allows the design team to
reframe the problem beyond surface symptoms.

To clarify how the three conflict types emerge,
a simplified root conflict analysis for the reclining-
seat problem was conducted. The key issue—loss of
restraint-system alignment during deep recline—was
traced back to several first-level causes: fixed seatbelt
anchor geometry, posture-dependent changes in
headrest and airbag positions, and reduced structural
stability when the backrest moves far from upright.
All mechanisms point to a common root conflict:
current safety systems are designed for a fixed posture,
while comfort demands wide and dynamic posture
variability. This explains the first conflict category:
structural rigidity versus flexibility.

Fractal reasoning clarifies the remaining two
conflict categories. At the system level, increasing
recline freedom reduces the predictability required
for safety systems—thus, personal freedom versus
system control. At the cross-domain level, sensor
quality, posture-detection accuracy, and required
crash-response timing interact, creating reliability
issues when posture deviates from the standard.
These repeating tensions across physical structure,
user behavior, and system timing show that the
comfort—safety contradiction recurs at multiple
scales. This confirms that the problem is systemic,
requiring multi-level restructuring rather than
isolated adjustments.

5.4. Step 4 — Identify Core Contradictions
(Box 3 Continued)

The key contradiction is defined between “ease
of use (comfort)” and “loss of information or system
complexity” (safety systems handling crash data). The
contradiction matrix suggests inventive principles
(IPs): IP1 — Segmentation; IP24 — Intermediary;
IP3 — Local quality; and IP13 — The other way round.
Root conflict analysis further reveals that existing
safety systems are built for static configurations and
lack adaptability.
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5.5. Step 5 — Generate Inventive Solutions (Box 4)

Several inventive ideas are generated based on
the contradiction logic:
(i) IP24 — Intermediary: Introduce an active support
module beneath the seat surface (Fig. 6A). When
a crash is imminent (detected via sensor data),
the module stiffens and repositions load-bearing
regions (e.g., lumbar, side wings) to brace the
passenger
IP3 — Local quality: Embed shape-memory
alloys or air-cell actuators in selective contact
zones (Fig. 6B), allowing local flexibility while
maintaining rapid, localized rigidity
IP1 — Segmentation: Divide the seat into
independently adjustable/lockable modules (e.g.,
headrest, torso, hip, leg) responding to real-time
posture and crash dynamics (Fig. 6C)
IP13 — The other way round: Instead of adapting
the seat to fixed safety systems, redesign the
seatbelt and airbag geometry to follow the user’s
posture (Fig. 6D).
These concepts are not random ideation but
systematically derived from the contradiction analysis
conducted in prior steps.

(i)

(iii)

(iv)

5.6. Step 6 — Construct Conceptual Solutions (Box 5)

The most promising concepts are selected and
integrated into a system-level solution:
(i) A smart seat system with posture sensors, real-
time crash-prediction algorithms, shape-adaptive
materials, and repositionable airbags

(il)) Constraint analysis ensures feasibility across
mechanical, electrical, and timing domains

(ii1) Predictive evaluation uses simulations to test the
activation time of support modules relative to
average crash speed and occupant behavior.

This stage yields a functional concept ready for

prototyping and validation.

5.7. Step 7 — Implement and Validate (Box 6)

The solution is implemented in a concept vehicle
cabin. Validation includes: (i) Crash simulations across

Fig. 6. Conceptual ideas generated based on the
contradiction logic. (A) Active intermediary support;
(B) Local adaptive contact zones; (C) Segmented
modular seat structure; (D) Reversed safety
adaptation (seatbelt—airbag following posture)
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seating positions, (ii) comfort assessments in prolonged
autonomous travel scenarios, and (iii) evaluation of
cost, weight, and manufacturability.

Results show increased comfort with crash-
dummy injury metrics remaining within acceptable
thresholds.

5.8. Step 8 — Recursive Feedback Loop

Even after implementing the smart-seat solution,
new contradictions emerge, indicating that the
innovation process is ongoing. This step captures these
emerging concerns and guides the system back into a
new COREX cycle.

As adaptive systems gain  autonomy,
contradictions that arise are no longer confined to
technical or ergonomic trade-offs but extend into the
ethical domain, where values such asautonomy, privacy,
consent, and trust frequently collide. In these situations,
safety-enhancing automated actions may diminish
perceived user control; data-driven personalization
may improve comfort while raising concerns about
monitoring and psychological acceptability. Treating
these tensions as socio-technical contradictions
allows COREX to articulate and formalize them
(e.g., increasing automated intervention improves
safety but reduces perceived autonomy) and convert
them into new needs and intermediary parameters
such as transparency, consent logic, or user override
mechanisms. This ensures that ethical considerations
are incorporated into the structured reasoning process
rather than added informally, aligning the methodology
with contemporary perspectives in design ethics and
responsible innovation.

However, two major contradictions appear:

(1) User autonomy vs. system control — “What if
I don’t want the seat to move automatically?”
This reflects a tension between user privacy and
freedom, and the automatic system overrides
required for safety

Ethical tension: Passive consent versus forced
adjustment — raising the question of whether
the system should forcibly adjust a passenger’s
posture prior to a crash, even if the user resists
or is unaware. This introduces broader ethical
considerations related to consent, trust, and
the psychological acceptability of automated
interventions.

Thus, the original comfort—safety contradiction
evolves into behavioral and ethical contradictions.
The problem must be reframed with new need
parameters (user control, transparency, trust) and new
intermediary parameters (consent logic, user override
interface, behavior-prediction modules).

This reframing brings the process back to Box 1,
where the updated problem can be captured as a new

(i)
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user concern. From here, a second iteration of COREX
begins, applying the same step-by-step method but
now targeting a different dimension of the challenge:
not only technical performance, but human—system
interaction. This recursive structure is what enables
COREX to adapt to evolving systems—technically,
socially, and ethically.

Although the COREX logic supports multiple
recursive cycles, the present simulation study did not
extend the process beyond the first loop. The aim of
this work was not to exhaustively explore all possible
iterations, but to compare methodological behavior
under identical conditions. Given that the initial cycle
already revealed a shift from a technical contradiction
(comfort vs. safety) to a socio-technical one (autonomy,
consent, and system control), the primary objective,
demonstrating how COREX uncovers deeper layers of
the problem, was achieved. In practice, a new COREX
cycle is initiated only when emerging contradictions
introduce new needs or intermediary parameters
that alter the structure of the problem. If subsequent
contradictions merely refine existing parameters
without reshaping the conflict architecture, the process
is considered converged, and further iterations are
unnecessary.

6. Comparison of the Methodologies

To demonstrate how the proposed COREX
methodology addresses complex design challenges
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more effectively than existing approaches, all three
methods (OTSM-TRIZ, the Six-Box Scheme,
and COREX) were applied to the same design
problem: the development of an adaptive seat
system for autonomous vehicles. This problem
was intentionally selected due to its multi-domain
nature.

To evaluate the practical performance of
the methods, an empirical simulation study was
conducted within the R&D department of a tier-1
automotive seat supplier. The purpose of this exercise
was not to build an actual seat system but to assess
and compare the methodologies under realistic design
conditions. The teams worked with persona-based
scenarios, system constraints, and structured design
discussions. Thus, the insights presented here reflect
methodological behavior rather than engineering

feasibility testing.
The design task confronted the teams with
multiple  conflicting  requirements.  Passengers

expected superior comfort, adaptive postural support,
and temperature responsiveness during extended
autonomous trips. These expectations conflicted with
constraints related to structural durability, energy
efficiency, manufacturability, and cost. Such tensions
made the problem an ideal test bed for contradiction-
oriented methods.

Table 3 presents a comparative overview of how
each methodology approached the same problem and
the specific steps taken during its application.

Table 3. Comparison of the methodological approaches

Stage OTSM-TRIZ Six-Box Scheme COREX

Problem Uses NoP to link discomfort User complaints are framed Integrates user discomfort from boxes

identification | to design parameters (seat in Box 1 and translated into 1 and 2 with NoP mapping to trace
hardness, thermal adaptation, clarified needs in Box 2 contradictions across physical and
load-bearing) psychological needs

Problem Constructs a parameter network | Performs present-vs-ideal Runs NoP modeling and Box 3 analysis

modeling including design parameters, system analysis (Box 3) in parallel to capture layered, real-world
intermediary parameters, and for thermal and ergonomic tensions
need parameters mismatches

Contradiction | Identifies a meta-contradiction | Contradictions are inferred Maps the contradiction matrix (e.g.,

analysis (e.g., adjustable softness from user needs but are not speed vs. energy consumption) and
reduces durability) and applies | addressed through a systematic | augments it with meta-level insights
meta-level resolution tools resolution process added through structural contradiction

mapping

Solution Uses fractal reasoning and Box 4 brainstorming produces | Applies inventive principles (e.g., [P35:

generation abstraction to propose concepts | ideas, including air-cushion parameter change; [P28: mechanical
such as shape-memory foams systems and Al-controlled substitution) to develop adaptive layered
or layered materials morphing surfaces structure

Evaluation Predicts system impact via NoP | The transition from boxes Uses predictive evaluation tools and
updates, though real-world 5 to 6 focuses on concept real-world constraints; identified failure
feedback mechanisms are translation toward prototyping | points feed back into boxes 1 and 2 for
limited recursion

Abbreviations: Al: Artificial intelligence; COREX: Contradiction-oriented exploration; NoP: Network of problems;
OTSM-TRIZ: General Theory of Powerful Thinking—Theory of Inventive Problem Solving.
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6.1. Study Design and Evaluation

This empirical study was conducted in
collaboration with the R&D department of a tier-1
automotive seat supplier. Three interdisciplinary
design teams were formed, each consisting of four
members with complementary expertise in engineering
design, ergonomics, and design thinking. Each team
was assigned and formally trained in one of the three
innovation methodologies evaluated in this study:
OTSM-TRIZ, the Six-Box Scheme, and COREX. All
teams worked on the same design problem: developing
an adaptive seat system for autonomous vehicles
capable of balancing comfort, safety, and energy
efficiency.

The evaluation followed a structured four-step
procedure:

(i) Step 1: Acommon scenario and design brief were

introduced to all teams to ensure comparable

starting conditions

Step 2: Teams applied their assigned methodology

in a controlled setting over a four-hour design

session

Step 3: Design outcomes were documented,

including sketches, assumptions, contradiction

formulations, intermediate models, and proposed

system concepts

Step 4: Upon completion, each participant

completed a structured assessment survey

evaluating the methodology they used.

The assessment was based on six criteria

reflecting both analytical and human-centered aspects

of innovation work:

(i) Clarity of problem modeling — Ability to
represent the design problem and contradictions

(i)

(iii)

(iv)
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(i1)) Contradiction resolution — Effectiveness in
identifying and resolving systemic conflicts

(iii)) Creativity and feasibility — Novelty and
implementability of proposed concepts

(iv) User-centeredness — Degree to which user needs,
personas, and scenarios informed the solution

(v) Cognitive load — Perceived mental effort required
to apply the method

(vi) Integration capability — Ability to synthesize

perspectives across domains (e.g., ergonomics,

mechanics, materials, and user requirements).

Each criterion was rated individually on a
1-5 Likert scale (1 = very low, 5 = very high).
Table 4 provides the ratings. To statistically examine
differences between methods, a nonparametric analysis
was conducted using Kruskal-Wallis omnibus tests
followed by Mann—Whitney U post-hoc comparisons
(Table 5). These analyses revealed significant
methodological differences across most criteria,
particularly in contradiction resolution, integration
capability, user-centeredness, and cognitive load.

The results indicate that COREX combines
the systemic depth of OTSM-TRIZ with the human-
centered clarity of the Six-Box Scheme. COREX
received the highest evaluations in contradiction
resolution and integration—two key capabilities for
socio-technical systems such as autonomous vehicle
seating. While the Six-Box Scheme supported creativity
and user-focused reasoning, it lacked analytical depth.
OTSM-TRIZ exhibited strong modeling capability but
required higher cognitive effort and provided limited
support for user-integrated iteration. COREX therefore
achieved a functional balance between analytical rigor
and design usability, although future research may

Table 4. Evaluation scores across innovation methodologies

Model Participant | Problem | Contradiction | Creativity | User-centeredness | Cognitive | Integration
modeling resolution load
OTSM-TRIZ o1 4 4 3 2.5 4
02 5 5 3 4
03 4 4 2 2 3
04 4 5 3.5 3 2.5 4
Six-Box S1 4 3 4 5 3
Scheme $2 3 3 45 5 4 4
S3 3.5 2.5 4 4 4.5 3.5
S4 3.5 3 4 4.5 4 3
COREX Cl 5 5 5 5 4 5
C2 5 5 4 5 4 5
C3 4.5 4 4 4.5 4 5
C4 5 5 5 4 3.5 4.5

Note: “Cognitive load” was reverse-coded for clarity (higher = easier use).
Abbreviations: COREX: Contradiction-oriented exploration; OTSM-TRIZ: General Theory of Powerful Thinking-Theory of

Inventive Problem Solving.
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Table 5. Kruskal-Wallis and Mann—Whitney U test results across the three methodologies

Criterion Comparison Median difference W | p-value | Adjusted p | Interpretation

Problem modeling COREX vs. OTSM 1.0 23.5 | 0.0745 0.0569 Marginal (COREX
Kruskal-Wallis > O0TSM)

H (df=2): 8.17 COREX vs.Six-Box 1.5 26.0 | 00152 | 0.0128* | Significant (COREX
p (adj): 0.017* > Six-Box)

Contradiction COREX vs.OTSM 0.0 20.0 | 0.3325 0.3042 No difference

resolution COREX vs.Six-Box 2.0 26.0 | 0.0152 0.0114* | Significant (COREX
Kruskal-Wallis > Six-Box)

H (df=2): 8.36
p (adj): 0.015%*

Creativity COREX vs.OTSM 1.0 24.0 | 0.0562 0.0443 Slightly significant
Kruskal-Wallis (COREX > OTSM)
H (df=2): 4.95 COREX vs.Six-Box 025 21.0 | 02352 | 02023 | Notsignificant
p (adj): 0.084

User-centeredness COREX vs.OTSM 2.0 26.0 | 0.0152 0.0128* Significant (COREX
Kruskal-Wallis > O0TSM)
H(df=2):7.82 [ COREX vs.Six-Box 0.0 18.0 | 0.5000 | 0.5000 | No difference
p (adj): 0.020%*

Cognitive load (inv.) | COREX vs.OTSM 1.5 26.0 | 0.0152 0.0123* Significant (COREX

2 g
Kruskal-Wallis easier)
H (df=2): 9.02 COREX vs.Six-Box 0.0 14.5 n.s. n.s. No difference
p (adj): 0.011%*

Integration COREX vs.OTSM 1.0 26.0 | 0.0152 0.0114%* Significant (COREX
Kruskal-Wallis > O0TSM)

H (df=2): 8.38 COREX vs.Six-Box 1.5 260 | 00152 | 0.0128* | Significant (COREX
p (adj): 0.015* > Six-Box)

Note: *indicates p<0.05.

Abbreviations: adj: Adjusted; COREX: Contradiction-oriented exploration; df: Degree of freedom; inv.: Inverted; n.s.: not

significant; OTSM: General Theory of Powerful Thinking.

explore tool support or training aids to further reduce
cognitive load.

6.2. Validity and Reliability of the Evaluation

To ensure the methodological soundness of
the empirical comparison, particular attention was
given to the validity and reliability of the evaluation
process. The assessment involved 12 participants,
organized into three independent design teams trained
respectively in OTSM-TRIZ, the Six-Box Scheme,
and COREX. Each team received the same design
brief, scenario, and constraints, and all sessions were
conducted in a controlled environment. Ratings were
collected individually and anonymously immediately
after task completion to minimize social desirability
and conformity biases.

Construct validity was supported through the
use of six well-defined evaluation criteria, each
aligned with theoretical constructs widely used in
innovation, design, and TRIZ research. To assess
internal reliability, Cronbach’s alpha was calculated
across the six criteria, resulting in o = 0.699.
Considering the small sample size and the exploratory
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nature of design-team studies, this level of internal
consistency is regarded as acceptable. Because Likert-
scale data are ordinal and sample sizes were modest,
inferential validity was strengthened through the use
of nonparametric statistical analyses. Accordingly,
Kruskal-Wallis omnibus tests and Mann—Whitney
U post hoc comparisons were applied to identify
significant differences among the three methodologies.
Potential sources of bias (e.g., varying familiarity
with specific methods or individual cognitive
differences) were mitigated through standardized
training, consistent timing, homogeneous team
structure, and independent evaluation rather than
consensus-based scoring. Together, these measures
reinforce the validity and reliability of the evaluation
framework and support the robustness of the
comparative findings as reported in Table 5.

6.3. OTSM-TRIZ

The OTSM-TRIZ method focused on
constructing an NoP, mapping user discomfort to
underlying design parameters such as foam stiffness,
thermal regulation, and deformation memory.
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It effectively identified a key meta-contradiction:
“To improve comfort, the seat must be soft and adaptive;
but to ensure durability, it must be firm and stable.” This
insight enabled the generation of high-level concepts
(e.g., memory foams or adaptive materials). However,
the approach remained largely abstract, lacked
structured evaluation steps, and did not easily connect
with user feedback loops or iterative prototyping stages.

6.4. Six-Box Scheme

The Six-Box Scheme structured the innovation
process as a linear, intuitive flow. The user problem
was first captured as a complaint (Box 1), then refined
into a specific need (Box 2), and finally through a
present-vs.-ideal system comparison (Box 3).

Creative brainstorming in Box 4 yielded concepts
such as artificial intelligence (Al)-controlled morphing
surfaces or air-cushion systems. While this approach
supported ideation and facilitated team creativity,
it lacked analytical tools to identify or resolve deep
contradictions. In particular, it provided no formal
mechanism to explain why certain needs conflicted or
how trade-offs could be resolved systematically.

6.5. COREX

The COREX approach combined the strengths
of both systems. It began by mapping user discomfort
(boxes 1 and 2) into a structured NoP model, linking
design parameters such as padding softness, thermal
response, and pressure distribution.

In Box 3, COREX applied both the TRIZ
contradiction matrix and meta-contradiction analysis
to identify conflicts, including: “increased adjustability
reduces long-term reliability” and “comfort vs. safety
during crash scenarios.”

Using IPs—specifically [P35 (parameter change)
and [P28 (mechanics substitution)—the team generated
a multi-layered adaptive seat system comprising a
durable memory-foam base layer, a gel-based comfort
top layer, and smart fabrics for climate control.

These concepts were validated using predictive
evaluation tools (boxes 5 and 6) and tested through
user scenarios. The solution improved comfort while
maintaining energy consumption within targets.
Importantly, real-world feedback (e.g., insufficient
neck support limitations for older users) was fed back
into Box 1 for system-level adjustments, demonstrating
COREX’s recursive power.

6.6. Critical Comparison and Theoretical
Implications

The OTSM-TRIZ method and the Six-Box
Scheme represent two distinct but incomplete
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approaches to early-stage problem structuring. OTSM-
TRIZ provides rigorous tools for identifying systemic
contradictions, yet its high level of abstraction
and representational complexity limit its ability to
incorporate user perspectives and scenario-based
insights. In contrast, the Six-Box Scheme excels at
capturing user needs and guiding intuitive reasoning
but lacks formal mechanisms for navigating technical
contradictions or linking user complaints to parameter-
level trade-offs. These complementary limitations
illustrate why neither approach, when used in isolation,
is fully adequate for contemporary socio-technical
design challenges.

Recent TRIZ developments exhibit similar
patterns. Radical TRIZ (Wang et al., 2024) offers
deep functional decomposition but requires extensive
data processing and provides limited support for user
integration. Cyclical TRIZ (Altun, 2025a) emphasizes
iterative refinement without specifying how abstraction
transitions should be managed. Al-assisted extensions
such as EBD-TRIZ-LLM (Mohammadi and Zeng,
2025) broaden the search space but depend heavily
on the quality of the underlying problem model and
do not inherently resolve contradictions. COREX
responds to these theoretical gaps by combining the
structured contradiction modeling of OTSM with
the user-grounded clarity of the Six-Box Scheme.
This integration provides a balanced framework that
maintains analytical depth while remaining cognitively
accessible, offering a coherent methodological
pathway for complex design problems.

7. Conclusion

This research contributes to the field of
systematic innovation by demonstrating how
classical contradiction-based logic can be integrated
with cognitive innovation models. It supports a
hybrid methodology that addresses both technical
contradictions and human-centered needs, and it
extends the application of meta-contradictions and
predictive reasoning in early-stage design.

For R&D and innovation managers, COREX
offers a practical roadmap for guiding complex
projects. It helps teams to navigate ambiguity, clarify
user and system needs, and generate solutions with
reduced risk of early-stage failure. Its structured steps
and recursive flow also improve -cross-functional
collaboration, particularly in industries where user—
system interactions pose significant design challenges.

This study was conducted as a simulation within
a real R&D setting. Although team discussions and
feedback resembled authentic development conditions,
neither market testing nor long-term adoption fell
within the scope of investigation. The evaluation
therefore focused on methodological effectiveness
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rather than engineering performance, leaving real-
world validation of the final concepts as an open
direction for future research.

Future studies may apply COREX in other
industries and with more diverse teams. Integrating
digital tools (e.g., Al-enhanced contradiction detection
or simulation-based wuser testing) could further
strengthen the methodology. Longitudinal research
may also examine how COREX shapes innovation
cycles and contributes to product success over time.
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Abstract

As a large language model, ChatGPT’s ability to learn from big data and respond to diverse user queries makes
it a powerful tool for research and development. Despite the potential benefits of using ChatGPT, there are risks
concerning users’ data protection. To address this issue, this study proposes utilizing Function-Oriented Search
(FOS), a methodology based on Theory of Inventive Problem Solving (TRIZ). FOS provides an innovative approach
to problem-solving by functionally defining a problem and generating solutions from areas where the function can
be optimally performed. Thus, this study argues that applying FOS when using ChatGPT can ensure accurate results
while mitigating the exposure of sensitive information. Although implementing FOS requires specialized training
and sufficient hands-on experience to identify and conceptualize problem focus areas, ChatGPT can serve as an
efficient tool for developers adopting this methodology. For both experts and novices in FOS, ChatGPT enables users
to conduct efficient and comprehensive problem explorations and devise solutions. By demonstrating the application
of FOS in practical cases, the study’s findings support the potential benefits of ChatGPT as a dynamic collaborator
in problem-solving. The findings also indicate that FOS can guide the use of ChatGPT to generate suitable solutions
while maintaining the protection of personal or corporate information. Overall, this study contributes to the emerging
field of artificial intelligence by illustrating the possible synergy between TRIZ-based FOS and ChatGPT, a large
language model.

Keywords: ChatGPT, Data Protection, Function-Oriented Search, Large Language Model, Prompt Engineering,
Theory of Inventive Problem Solving, TRIZ-Informed Prompt Engineering

1. Introduction tool for complex problem-solving, research, and
The field of artificial intelligence (AI) has development (Sinha et al., 2023; Tafferner et al., 2023).

developed rapidly in recent years. In particular, the Despite these benefits, ChatGPT has certain

. . limitations, including privacy and security risks, bias,
Generative Pre-trained Transformer (ChatGPT) has . g privacy and ! ty. .
misuse, and the potential for misinformation (Borji,

garnered significant attention due to its large-scale 2023; Dwivedi et al., 2023; Oviedo-Trespalacios
language model with a conversational interface. et al, 2023; Wach et al., 2023). In particular, this
ChatGPT’s ability to generate human-like text not only study focuses on the risk of unintentional exposure of
provides users with personalized interactions but also sensitive data, which can range from privacy breaches
has numerous applications in areas, such as customer to corporate confidentiality leaks and intellectual
service, education, and healthcare (Aljanabi et al., property theft. Therefore, there is an urgent need
2023; Bang et al., 2023). It can also serve as a versatile to explore methodologies that leverage ChatGPT’s
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capabilities while protecting personal or sensitive
information.

The main purpose of this study is to apply
the Theory of Inventive Problem Solving (TRIZ)’s
Function-Oriented Search (FOS) as a countermeasure
to these vulnerabilities. Specifically, this study has two
main objectives. The first objective is to investigate the
potential of implementing FOS, a methodology within
TRIZ’s systematic problem-solving framework. FOS
emphasizes a function-oriented perspective, defining
problems functionally and generating solutions across
diverse areas. By applying FOS to data protection
challenges, this study aims to elucidate whether it can
ensure accurate and relevant responses from ChatGPT
without compromising sensitive data. The second
objective is to examine how the integration of FOS
and ChatGPT enables efficient and comprehensive
problem exploration and solution development. This
approach aims to improve users’ problem-solving
abilities, both for FOS experts and for developers
unfamiliar with FOS, demonstrating a synergistic
collaboration between ChatGPT and TRIZ’s FOS.

2. Literature Review
2.1. ChatGPT and its Limitations

Developed by OpenAl, ChatGPT is a generative
pre-trained transformer widely recognized for its
advanced machine learning algorithms, capabilities,
and interactive applications. Its remarkable ability
to understand and generate human-like text from
vast amounts of data allows it to provide meaningful
responses to diverse prompts, making it applicable in
fields, such as coding, nursing, tourism, writing, and
publishing (Aljanabi et al., 2023; Bang et al., 2023;
Dwivedi et al., 2023).

However, ChatGPT has limitations. One major
limitation is that it generates responses based on patterns
learned from training data. Given that ChatGPT cannot
yet fully capture the nuances of human language and
social communication, its understanding of context
is limited, potentially resulting in inappropriate or
meaningless responses in complex or ambiguous
situations (Aljanabi et al., 2023). Data protection is
also a critical concern. Due to the way ChatGPT learns
from accumulated data at OpenAl, there is a risk of
inadvertently compromising privacy or exposing
sensitive information (Dwivedi et al., 2023). This
vulnerability presents a significant obstacle to wider
application, which this study addresses using TRIZ’s
FOS methodology.

2.2. TRIZ and FOS

The TRIZ, developed by Genrich Altshuller in the
1940s, is a systematic methodology for understanding
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and solving complex problems (Altshuller, 1984; 1999).
TRIZ transforms a specific problem into a generalized
problem model through abstraction and formalization,
and identifies corresponding general solution models.
It then provides systematic methods, such as solving
specific problems through analogy and interpreting
the general solution model (Cameron, 2010; Haines-
Gadd, 2016; Ilevbare et al., 2013; Orloff, 2017). One
of the core techniques in modern TRIZ is FOS.

FOS translates the key problem into a functional
language, formulating generalized functions to identify
technical solutions from other areas and transferring
existing technologies to address the initial problem
(Litvin, 2005). As shown in Fig. 1, FOS is based on
TRIZ, and its problem-solving process is analogous to
that of TRIZ (Choi et al., 2012).

The FOS procedure, based on TRIZ’s general
problem-solving process, is as follows (Wang
et al, 2023; Zhang et al.,, 2023): (i) Identify the
target problem; (ii) abstract the target problem into a
conceptual problem and generalize it into a functional
language; (iii) search the existing solutions using a
function-based technology database (leading area); and
(iv) apply the existing solutions to the target problem.

By defining and abstracting the essence of a
problem as a function that needs to be performed,
FOS expands the solution search to areas where
the identified function can be optimally executed.
FOS deviates from conventional problem-solving
methodologies, which largely depend on pre-existing
solutions within the immediate problem domain. While
many prevailing strategies draw from cases addressing
analogous challenges, FOS characterizes the problem
in functional terms. This broadened search can lead
to innovative, cross-disciplinary solutions that might
not have been recognized if the problem remained
contextualized within its original field, seeking
resolutions in alternative fields where the function is
optimally performed.

Several studies have attempted to implement
FOS using data mining techniques (Wang et al., 2023;
Zhang et al., 2023). These approaches are noteworthy
because they provide algorithmic methods for FOS, but
they can present barriers for users who are unfamiliar
with the technology in this area.

Theory of Inventive Problem  Solving
methodologies, including FOS, requires extensive
training and practice. In this study, we suggest
an approach to implementing FOS by leveraging
ChatGPT, regardless of the user’s level of expertise.

3. Methodology

FOS solves problems by abstracting them using
functional terms instead of specific terms that might
reveal product brands or problem targets. This strategy
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TRIZ problem solving process

Function-Oriented Search process

TRIZ
generic
problem

TRIZ
generic
solution

ﬁ
Specific Specific
problem solution

Function-Oriented

Generic Search Existing
problem _ solution
H
Target Target
problem solution

Fig. 1. Comparison of TRIZ’s general problem-solving process and FOS’s process (reprinted with permission from
Choi et al., [2012]; Copyright © 2012 Elsevier Ltd.)
Abbreviations: FOS: Function-Oriented Search; TRIZ: Theory of Inventive Problem Solving

not only broadens the scope of problem-solving but
also protects sensitive details from being exposed. In
addition, FOS’s tendency to look beyond the immediate
problem context, combined with ChatGPT’s ability to
access a wide range of knowledge, creates a synergy
that improves both problem-solving efficiency and
data security.

For this study, we designed an FOS
implementation using ChatGPT. We examined
the applicability of ChatGPT’s solutions from the
perspective of TRIZ’s FOS and validated the approach
by comparing it with actual development cases.

In large language models, prompt engineering
refers to the systematic formulation and refinement of
input prompts to guide the model’s behavior toward
outputs that are useful, reliable, and contextually
appropriate. This is achieved by designing structured
instructions and interactions that clearly articulate
goals, constraints, roles, and reasoning styles.

In this study, prompt formulation was
conceptualized and implemented as TRIZ-informed
prompt engineering. Specifically, FOS was employed to
represent the target problem in functional terms. These
resulting functional descriptions were subsequently
used to structure the prompts provided to ChatGPT,
guiding its problem-solving process while minimizing
the risk of disclosing sensitive information.

The procedure followed in this study is as follows:

(i) Case description: Outline the target engineering
problem, its constraints, and the core function to
be achieved

Prompt design and implementation: Develop
ChatGPT prompts from a FOS perspective,
using TRIZ-informed functional abstraction and
interaction patterns to translate the problem into
function-oriented prompts

Evaluation: Assess the results generated
by ChatGPT and compare them to real-
world problem solutions to demonstrate the
effectiveness of FOS implementation.

(i)

(iii)
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All procedures were performed using ChatGPT
Plus (GPT-4, OpenAl, US).

4. Case Study
4.1. Description of Case Study

As a case study, we consider research on side-
door impact beams by Shaharuzaman et al. (2020).
The side-door impact beam was first introduced by
General Motors in the late 1960s to safeguard the
passenger compartment from external collisions.
Side-door impact beams, which improve the strength,
stiffness, and energy absorption of a vehicle door in
a side impact, come in a variety of designs, with ribs
for the beam being a common feature, and a circular
cross-section being the most widely used design
type.

With the growing emphasis on sustainable design
and environmentally friendly products, automakers are
increasingly adopting natural fiber composites (NFC),
which are characterized by specific strength, rigidity,
recyclability, and their appeal as natural materials, in
place of synthetic fiber composites. The use of NFC is
a significant trend in the automotive industry due to its
lightweight properties, which enhance fuel efficiency
and offer eco-friendly options for recycling and
disposal. As natural fibers exhibit diverse mechanical
and material properties, thorough analysis during
material selection is essential in the early stages of
product design and development.

As shown in Table 1, Shaharuzaman et al.
conducted FOS and biometric methods using ideas
obtained from asknature.org and derived eight design
proposals through finite element analysis. Afterward,
one of the pomelo peel models (B-03) and one of the
hedgehog spine models (C-02) were selected as the
optimal choices for the side-door impact beam using
ViseKriterijumska Optimizacija 1 Kompromisno
Resenje.
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Table 1. Key ideas proposed by Shaharuzaman et al. (2020)

Biomimetic strategies Design Name
A-01
hollow
A-02
beak (keratin)
Toucan beak
A-03
B-01
B-02
Pomelo peel
B-03
(Cont'd...)
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Table 1. (Continued)

Biomimetic strategies Design Name
C-01
A/
§ =y
C-02

4.2. Design and Implementation of ChatGPT
Prompt Engineering from a FOS Perspective

To design an NFC side-impact beam from an FOS
perspective, this study used the persona pattern and
flipped interaction pattern during prompt engineering
(White et al., 2023). For the persona pattern, we
assigned ChatGPT the role of an experienced TRIZ
(FOS) expert and incorporated biomimetics following
the research method of Shaharuzaman et al. (2020).
Afterward, we explained the usual FOS procedure and
allowed ChatGPT to proceed accordingly. This study
also applied the flipped-interaction pattern, which
gives ChatGPT the right to ask questions so that it can
provide more accurate answers (Fig. 2).

We asked ChatGPT to design a “circular lateral
force absorber—distributor made of natural fiber
composite” using FOS biomimetics (Fig. 3).

ChatGPT generated a response to the request, as
shown in Fig. 4. Due to space constraints, only a partial
view ofthe content is presented here; the full content can
be accessed at the following link: https://chat.openai.
com/share/bfda4e5d-4ee7-4046-8069-db2a3acdee9d.

The problem was expressed in the functional
language “circular lateral force absorber—distributor
made of natural fiber composite” for a side-door impact
beam made of NFCs. The conversion of a specific
description into a functional language was chosen after
discussion with the research participants. Of course,
it is also possible to utilize ChatGPT, in which case
we took measures to protect against the unintentional
disclosure of information, such as using a third-party
account. When this description was entered into
the prompt, ChatGPT provided several answers. To
better emphasize functionality, we further simplified
the functional language from “circular lateral force
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absorber—distributor made of natural fiber composite”
to “absorb and distribute forces.”

As presented in Fig. 5, ChatGPT suggested
several biomimetic solutions: Bamboo, spider silk, the
woodpecker’s beak and head, and shell structures.

If another response is desired, the user can
simply click the “Regenerate” button. Fig. 6 shows the
second response generated after clicking the button.
In this response, ChatGPT attempted to provide a
more accurate answer by asking clarifying questions.
Each time the user clicks “Regenerate,” ChatGPT can
produce different, yet related, responses that offer the
user additional knowledge and insights.

4.3. Evaluation of ChatGPT’s Response and
Comparison with the Solutions of Shaharuzaman
et al.

This study also compared the answers obtained
by running FOS on ChatGPT with the study of
Shaharuzaman et al. (2020). Identifying the similarities
and differences between the two studies serves as the
primary means of judging ChatGPT’s validity and its
potential to provide insights for problem-solving.

4.3.1. Relevance to the research of Shaharuzaman
et al. (2020)

The findings indicated that ChatGPT’s response
contained ideas similar to those presented by
Shaharuzaman et al. (2020). Both results referenced
designs inspired by the same woodpecker order,
including the toucan and the woodpecker. The idea of
using pomelo shells presented in their study can also
be inferred from the shell-based structures proposed
by ChatGPT.
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+! GPT-4

a In this session, you are now a highly skilled master of TRIZ (the theory of inventive problem
solving) with knowledge in a wide range of technical areas. For 30 years, you have used TRIZ
solutions, particularly Function Oriented Search (FOS)-Biomimetics, to solve a wide variety
of problems. The FOS procedure, which is based on the general problem-solving process of
TRIZ that you use, is as follows.

1. Identify the target problem.

2. Abstract the target problem into a conceptual problem and generalize it into a functional
language.

3. Search the existing solutions using a function-based technology database (leading edge).
4. apply the existing solution to the target problem.

Your task is to provide the best solution from a TRIZ perspective to my assignment written in
the prompt. You may ask me questions as often as necessary until you are able to provide
the best answer. Do you fully understand your assignment? Please respond with a yes or no.

Yes.

Fig. 2. Prompt engineering of the Function-Oriented Search-biomimetics perspective
Abbreviation: TRIZ: Theory of Inventive Problem Solving

a I am trying to design a 'Circular lateral force absorber-distributor made of natural fiber
composite’ using FOS-biomimetics. | hope you can give me some excellent advice for this
design.

Absolutely. Let's proceed systematically through the FOS procedure to devise a solution.

Fig. 3. Prompt provided to ChatGPT
Abbreviation: FOS: Function-Oriented Search

a I am trying to design a 'Circular lateral force absorber-distributor made of natural fiber
composite’ using FOS-biomimetics. | hope you can give me some excellent advice for this
design.

1/2 > Absolutely. Let's proceed systematically through the FOS procedure to devise a solution.
1. Identify the target problem.

You're trying to design a 'Circular lateral force absorber-distributor made of natural fiber

composite”.

2. Abstract the target problem into a conceptual problem and generalize it into a functional

Conceptual Problem: We need a mechanism that can absorb and distribute lateral forces

efficiently.
Functional Language: "Absorb and distribute forces.”
Fig. 4. Response from ChatGPT

Abbreviation: FOS: Function-Oriented Search
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3. Search the existing solutions using a function-based technology database (leading

edge).

For biomimetics-based solutions, let's explore nature for systems or organisms that absorb

and distribute forces:

* Bamboo: It has an inherent ability to absorb and distribute forces due to its hollow

cylindrical structure and fiber orientation. It sways in the wind without breaking and absorbs

shocks effectively.

energy without breaking.

Spider Silk: It's one of the toughest known natural fibers. It can absorb massive amounts of

Woodpecker's Beak and Head: Woodpeckers repeatedly drum on hard surfaces without

causing injury to themselves because of the specific structures and mechanics in their head

and beak which distribute the force of each peck.

efficiently over its surface.

Send a message

Shell structures: Shells, like those of turtles, have a structure that can distribute force

‘s Regenerate

Fig. 5. Biomimetic suggestions generated by ChatGPT

I am trying to design a 'Circular lateral force absorber-distributor made of natural fiber

composite’ using FOS-biomimetics. | hope you can give me some excellent advice for this

design.

Certainly! To provide you with the best advice for designing a 'Circular lateral force absorber-

distributor made of natural fiber composite’ using FOS-biomimetics, | need to clarify a few

points:

1. Target Problem: Could you please provide specific details about the problem you are trying

to solve with this design? What is the primary goal of the force absorber-distributor, and

what constraints or challenges do you face?

Fig. 6. Second response from ChatGPT

4.3.2. Biomimetics inspiration

The solutions proposed by ChatGPT were based
on biomimetics, derived from the prompted input.
ChatGPT did not simply identify biological analogues
but also provided explanatory information that
could inspire design ideas—for example, bamboo’s
concentric layer structure, the strength properties
of spider webs, woodpecker-inspired cushioning
mechanisms, and segmented shell structures.

4.3.3. Dynamic interaction design

This study utilized the flipped-interaction pattern
to allow ChatGPT to ask users additional questions and
respond based on their specific intentions. This created
a dynamic interaction, rather than a simple one-time
input/output  exchange, supporting collaborative
engagement between the user and ChatGPT.
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When we clicked the “Regenerate” button,
ChatGPT generated more specific questions about
what user goals, constraints, and requirements. This
enabled ChatGPT to provide more contextually
relevant and personalized advice. Such dynamic
interaction supports a user-centered approach to
generating results.

4.3.4. Evaluation

The results of Shaharuzaman et al. (2020) were
compared with ChatGPT’s outputs to investigate the
feasibility and effectiveness of applying FOS through
ChatGPT. The similar outcomes suggest that ChatGPT
can provide valid FOS-based results. Furthermore,
ChatGPT provided various additional suggestions
not found in Shaharuzaman et al.’s study (2020) and
proposed customized solutions through interactive
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dialogue. This demonstrates both the effectiveness and
utility of implementing FOS via ChatGPT. In addition,
although traditional FOS requires substantial learning
and practical experience to use effectively, this study
found that even inexperienced FOS users can apply
it easily through the simple prompt-engineering
strategies demonstrated here.

5. Conclusion

In recent years, collaboration between humans
and Al has garnered significant interest. Contrary to
carlier apprehensions, Al is increasingly recognized
not as a detractor from human creativity but as an
enhancer of human cognitive capabilities, enabling
new scientific and artistic pathways (Colton et al.,
2009; Wingstrom et al., 2022). Cropley et al. (2022)
underscored the potential integration of human and Al
creativity and advocated for a deeper understanding
and development of the synergy at their intersection.

The findings of this study contribute to this
evolving field by examining the feasibility and
effectiveness of implementing FOS within ChatGPT.
The specific contributions of this study include:

i.  Effective implementation of FOS through

ChatGPT

As demonstrated in the case study on side-

door impact beam design, this study showed

empirically that FOS can be effectively
implemented in ChatGPT via TRIZ-informed
prompt engineering. Among the outputs
generated by ChatGPT, woodpecker-inspired
structures and shell structures aligned with the
results of Shaharuzaman et al. (2020), supporting
the validity of this study. In addition, ChatGPT
continuously generated user-centered solutions
through interactive dialogue, providing users
with efficient and diverse design concepts.

ii.  Mitigating data security vulnerabilities

Using functional language in FOS abstracts

sensitive information and minimizes the

exposure of important details. This enables users
to obtain ideas and insights from ChatGPT while
reducing the risk of data disclosure.

iii. Broadening FOS accessibility

Effective application of FOS traditionally
requires significant learning and experience;
however, ChatGPT makes it easier for a broader
range of users to apply FOS. This allows
individuals with varying levels of expertise to
analyze complex problems or create innovative
solutions by integrating FOS with ChatGPT.

Nevertheless, this study is not without its
limitations. A key limitation is its reliance on a
single in-depth case study. Therefore, to move
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beyond the constraints of a single case and evaluate
the generalizability of the proposed approach,
future research should undertake a broader range
of case studies. Furthermore, although the synergy
between FOS and ChatGPT appears promising,
its implementation requires further refinement for
wider applicability. Future progress will benefit from
developing user-friendly tools, such as plugins, apps,
or interfaces to facilitate the use of FOS through
ChatGPT.

Since its release in November 2022, ChatGPT
has received an overwhelming response, and ongoing
efforts continue to explore its potential across various
sectors. This study represents one step in that direction
and aims to serve as a foundation for future research.
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Abstract

Automatic text summarization (ATS) has gained increasing significance in recent years due to the rapid growth of
textual data across digital platforms. The main objective of ATS is to generate a concise, informative summary from
a lengthy document. Multi-document and multilingual summarization has been largely underexplored in previous
research. This study presents an improved ensemble learning-based ATS system with slang filtering, using the
Hyperfan-IN multilayer extreme learning machine-based autoencoder (HIN-MELM-AE) and the improved Dehghani
poor-and-rich optimization algorithm (DePori). The original text undergoes comprehensive preprocessing, after
which slang is detected and removed using DePori. Subsequently, the clean text is processed through info-squared
C-means clustering, latent Dirichlet allocation-based topic modeling, term frequency—inverse document frequency
weighting, and frequent-term extraction. Next, part-of-speech (POS) tagging is performed using a sememe similarity-
induced hidden Markov model, and key entities are extracted from the transformed and POS—tagged data. Distilled
bidirectional encoder representations from transformers (DBERT) are used to convert these entities into vectors. The
final summary is generated through a combination of HIN-MELM-AE, stack autoencoder, variational autoencoder,
and DBERT models, followed by cosine similarity calculation, voting-based fusion, re-ranking, and selection of the
optimal sentences. Experimental results indicate that the proposed framework achieves superior performance 97.92%
of the time, outperforming existing ATS methods.

Keywords: Hyperfan-IN Multilayer Extreme Learning Machine Auto Encoder, Info-Squared Fuzzy C-Means
Clustering, Latent Dirichlet Allocation, Parts of Speech, Sentence Bidirectional Encoder Representations from
Transformers, Sememe Similarity-Induced Hidden Markov Model, Term Frequency—Inverse Document Frequency,
Variational Auto Encoder

1. Introduction time-consuming and requires significant effort and cost

The development of the internet and big data (Yadav et al., 2022). To address this, automatic text
has led to an enormous amount of textual content, summarization (ATS) can save users time and effort by
which grows exponentially every day. Users spend a generating summaries automatically. Typically, ATS
considerable amount of time searching for information creates summaries composed of significant sentences
and may read irrelevant portions of the content and relevant information from the original document
(El-Kassas et al.,, 2021). Therefore, summarizing (Widyassari et al., 2022). The summaries generated by
text resources has become essential and increasingly ATS consider aspects such as readability, information
important. However, manual text summarization is diversity, and sentence ordering (Wahab et al., 2024).

27


https://dx.doi.org/10.6977/IJoSI.202512_9(6).000X

DOI: 10.6977/1J0S1.202512_9(6).0003

S. Upadhyay, H. K. Soni/Int. J. Systematic Innovation, 9(6), 27-43 (2025)

The applications of text summarization include legal
document abstraction and clinical text summarization
(Zhang et al., 2020).

In general, ATS consists of two main methods:
extractive and abstractive. The extractive method
identifies the most important parts of the text based on
scoring criteria and then combines them to produce a
summary. In contrast, the abstractive method is more
complex; it involves paraphrasing the text to generate
a concise version using words and sentences that differ
from the original text document (Syed et al., 2021).

In recent years, many approaches have been
developed to perform ATS for single- or multi-
document summarization. For a single document, ATS
produces a concise summary of the document (Payak
et al., 2020). In multi-document summarization, users
can quickly gain comprehensive knowledge of a topic
by reviewing multiple documents (Awasthi et al.,
2021). In existing studies, K-means clustering and
Gensim Word2Vec have been used for ATS; however,
these approaches require high memory (Haider
et al., 2020). Moreover, certain models employ deep
reinforcement learning to enhance ATS performance;
however, they encounter issues with computational
complexity (Alomari et al., 2022).

Similarly, the term frequency—inverse document
frequency (TF-IDF) algorithm has been used in several
existing studies for ATS; however, it is not suitable
for abstractive summarization (Manjari et al., 2020).
Several researchers also employed a combined latent
semantic analysis (LSA) and bidirectional encoder
representations from transformers (BERT) model for
ATS—they reported that the model is highly sensitive
to term variability (Gupta & Patel, 2021). In addition,
sequence-to-sequence Seq2Seq with a recurrent
neural network (RNN) has been used to perform ATS;
however, these models are affected by vanishing or
exploding gradient problems (Prasad et al., 2020). In
addition, several studies employed latent Dirichlet
allocation (LDA) topic modeling and soft-cosine
similarity to summarize text documents effectively;
however, these approaches consider limited linguistic
features (Jain & Rastogi, 2020; Onah et al., 2022).
Moreover, relatively few studies have addressed ATS
for multi-document and multilingual summaries. To
address these gaps, this study presents an improved
ensemble learning-based ATS with slang filtering,
using the Hyperfan-IN multilayer extreme learning
machine-based autoencoder (HIN-MELM-AE) and
the Dehghani poor-and-rich optimization algorithm
(DePori) techniques.

Conventional methods have rarely focused
on ATS for multi-document and multilingual
summaries. Therefore, the proposed model explicitly
targets ATS in this multi-document and multilingual
setting. In existing studies, handling unknown or
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out-of-vocabulary (OOV) words was challenging
(El-Kassas et al., 2020). In addition, using neural
network-based word embeddings for the semantic
representation of sentences remained difficult in ATS.
Previous studies used less effective part-of-speech
(POS) tagging techniques, especially for classifying
word classes such as nouns, verbs, and adjectives
(Hailu et al., 2020). Owing to noisy and incomplete
data, conventional methods exhibited performance
stability issues (Jiang et al., 2021). Furthermore, due
to the lower score values of existing score-based text
summarization techniques, certain important sentences
might be excluded from the summary. Most existing
ATS methods attained low accuracy and efficiency
when summarizing long texts.

The proposed model performs ATS for multi-
text documents and multilingual summaries. By
incorporating key steps such as preprocessing, slang
identification, filtering, and data transformation, it
enables effective summarization in these settings.
For semantically effective sentence representation,
distilled BERT (DBERT)-based entity vectorization
is performed. The sememe similarity-induced hidden
Markov model (SemSim-HMM) is introduced to
perform POS tagging and more accurately classify
word categories. Preprocessing steps—including
natural language processing (NLP), metadata removal,
language identification and translation, as well
as uniform resource locator (URL), symbols, and
emotions removal—are applied to improve model’s
stability.

To achieve effective ATS, ensemble methods—
including HIN-MELM-AE, stack autoencoder (SAE),
variational autoencoder (VAE), and DBERT—are
utilized. Data transformation steps, such as info-
squared fuzzy C-means (InS-FCM)-based clustering,
LDA-based topic modeling, TF-IDF analysis, and
frequent term selection, are performed to accurately
summarize the longer texts.

In this paper, Section 2 presents the existing
works, Section 3 describes the proposed methodology,
Section 4 details the materials and methods used in this
study, Section 5 discusses the results and discussion,
and finally, Section 6 concludes the proposed work
with future scope.

2. Literature Review

Hailu et al. (2020) introduced an ATS and
evaluation framework based on word embedding. They
employed a word embedding-based text summarization
technique, and the cosine similarity between each
sentence in the document and the keywords was
evaluated. The model effectively identified the top-n
sentences of a source text. However, the study used a
less effective POS tagging technique, particularly for
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classifying word categories such as nouns, verbs, and
adjectives.

Jiang et al. (2021) utilized an attention-based
bidirectional long short-term memory (LSTM) for
hybrid ATS. Four ATS methods—enhanced semantic
network, decoder attention based on a pointer network
(DA-PN), DA-PN with a coverage mechanism (DA-
PN + cover), and mixed learning objective (MLO)
function combined with DA-PN + cover (DA-PN
+ cover + MLO)—were employed. The model
effectively addressed the problem of OOV words;
however, its performance stability was affected by
noisy and incomplete data.

Hernandez-Castaneda et al. (2023) proposed
a model for the automatic generation of an objective
function for text summarization. In this approach,
heuristic functions were automatically generated
using genetic programming for ATS. In addition, the
model automatically derived an orientation function,
resulting in higher-quality summaries. However, the
challenge of increased computational complexity with
larger text datasets remained.

Zhong & Wang (2022) analyzed ATS for domain
adaptation. In this work, a multi-task learning method
was employed for ATS, in which bidirectional and
auto-regressive transformers were integrated as
shared text encoding layers. The model effectively
performed ATS across multiple domains; however,
it was time-consuming, which introduced significant
time complexity issues.

Abo-Bakr and Mohamed (2023) proposed an
automatic multi-document text summarization model.
Initially, the whole text was preprocessed through
sentence segmentation, word tokenization, stop-
word removal, and stemming. Then, the large-scale
sparse multi-objective optimization algorithm was
employed to perform ATS. The model effectively
extracted a small set of sentences from a large multi-
document text. However, the generated summaries
lacked cohesion and semantics, thereby reducing the
efficiency of the model.

Hosseinabadi et al. (2022) explored an ATS
model based on iterative sentence scoring and
extraction schemes. They performed processes such
as preprocessing, graph representation, sentence
clustering, cluster scoring, sentence selection and
elimination, and final rearrangement for ATS. They
achieved better results in terms of precision and recall.
However, they did not take into account the broader
context and the relationship between sentences, which
may result in disjointed summaries.

Belwal et al. (2021) employed a topic-based
vector space model and a semantic measure for text
summarization. They used a combination of topic
vector and individual topic vector methods to generate
the topic vector from the given document. Eventually,
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the summarized text obtained from this model was
closer to human-generated summaries. The model,
however, may lose fine-grained context and subtleties
of individual words.

Muniraj et al. (2023) introduced a model for
hybrid text summarization of transliterated news
articles. They performed ATS using a hybrid Seq2Seq
model—the encoder contained three bidirectional
LSTM units, and the decoder contained one LSTM
unit. The model provided high performance and
produced higher Recall-Oriented Understudy Gisting
Evaluation (ROUGE) values. However, the hybrid
Seq2Seq model required large datasets for training
and was prone to overfitting issues, thereby reducing
accuracy.

Alami Merrouni et al. (2023) explored a text
summarization method for generating both extractive
and abstractive summaries. They applied statistical and
semantic scoring methods, along with a graph-based
approach, were employed for text summarization. The
model effectively removed non-essential information
and produced coherent, grammatically correct
abstractive and extractive summaries. Nevertheless,
the model lacked key NLP operations, which affected
the quality of the final results.

Kouris et al. (2024) introduced a text
summarization model based on semantic graphs. The
semantic graphrepresentation,alongwithreinforcement
learning and transformer-based models, was employed
for ATS. The proposed model demonstrated promising
performance and high robustness. However, the model
struggled to handle unknown or OOV words, thereby
reducing its effectiveness.

Onan and Alhumyani (2024a) explored an
extractive TypeScript framework utilizing fuzzy topic
modeling (FuzzyTM) and BERT. They applied fuzzy
logic to enhance topic modeling, resulting in more
accurate modeling of word-topic relationships. This
method achieved ROUGE-1 and ROUGE-2 scores
of 45.3774 and 24.1808, respectively. Although this
approach improved the quality of text summarization,
the performance of the framework was compromised
due to its interpretability.

Onan and Alhumyani (2024b) present a novel
approach to extractive text summarization (ETS) by
integrating large language models with hierarchical
positional encoding, which supports deep semantic
understanding and improved context awareness in
summary generation. However, while the framework
shows enhanced performance in capturing and
preserving contextual relationships within texts, it
incurs high computational costs, which may pose
challenges for large-scale or real-time applications.

Hassan et al. (2024) proposed an ETS
approach using NLP with an optimal deep learning
(ETS-NLPODL) model. They reported that the
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ETS-NLPODL model achieved strong performance
compared to other models across multiple evaluation
measures.

Liu et al. (2024) improved TextRank by using
deep contextual embeddings and K-means clustering,
yielding more coherent and less redundant summaries
with higher ROUGE scores than baseline methods.
Although this method is computationally slower and
sensitive to cluster initialization, it offers an effective
upgrade to classic TextRank for quality-oriented
extractive summarization.

Yang et al. (2025) introduced a novel generative
adversarial network-based framework that combines
transductive LSTM with Distil-BERT embeddings
and reinforcement learning to fine-tune sentence
selection. The model alleviates greedy biases
typical of conventional extractive methods using
the discriminator as a reward in a policy gradient
setting, and it obtained high ROUGE-1 (52.45),
ROUGE-2 (26.46), and ROUGE-L (44.85) scores on
standard datasets such as CNN/Daily Mail. The method
produces more coherent and concise summaries and
offers value for domains where time efficiency and
operational costs are critical, such as engineering
and healthcare. However, the model’s reliance on
generative adversarial networks and reinforcement
learning makes it computationally expensive, thereby
limiting its use to environments with ample computing
resources.

Divyaand Sripriya (2025) developed a semantics-
driven extractive approach utilizing transformer-
based multilingual clustering and hybrid clustering
algorithms for Tamil and English texts. The system
converts text into embeddings using multilingual
BERT variants, after which it applies density-based
and centroid clustering to identify the most relevant
sentences. Evaluations on the constructed bilingual
corporashowed that the proposed method outperformed
baselines such as LexRank and TextRank in terms of
precision and informativeness, resulting in concise
summaries that preserve cross-lingual nuances. They
reported that their research is instrumental for low-
resource language development and that it improved
F1-scores for Tamil texts by up to 15%. However, the
model may require language-specific adjustments to
achieve optimal performance, and it faces challenges
in identifying outliers during clustering, which may
lead to fragmented summaries in noisy datasets.

Mandale-Jadhav ~ (2025)  investigated a
multifaceted extractive summarization pipeline
that integrated graph-based ranking, deep learning
classifiers, and hybrid linguistic-neural features for
scalable processing. The system combines TF-IDF
for the initial weighting step with graph spreading
(using eigenvector centrality) and a small neural
component that scores sentence embeddings, enabling

30

efficient processing of benchmarks such as Multi-
News. It extends the capabilities of existing methods
while achieving a balanced ROUGE performance (for
example, a ROUGE-1 value of approximately 48%),
and the method is computationally efficient enough
for deployment on edge devices. The use of language
heuristics also enhances performance across different
genres, from technical reports to social media content.
Nevertheless, domain-specific tuning is often required
to achieve optimal results in specialized fields such as
legal or medical domains, and the evaluation revealed
issues with handling ambiguous pronouns, which may
reduce coherence in lengthy documents.

3. Proposed Novel Ensemble Learning-Based ATS
Framework

In the proposed ATS model, the ensemble
methods, which include HIN-MELM-AE, SAE, VAE,
and DBERT, are used to perform ATS. In addition,
the newly improved DePori algorithm is employed
to perform slang identification and filtering. The
structural diagram of the proposed model is displayed
in Fig. 1.

3.1. Text Document

In the first step, the text documents are obtained
from the DUC 2004 dataset, and they are used as input
to the proposed system. The total m number of text
documents ( N3;" ) is expressed as:

text text text text text
Nt 5 Nt Niet Nt N,

where M = (1,2,...(m) (1
where M = (1,2,...,m) indicates the total number
of (N§™).

3.2. PreProcessing

Next, the ( N} ) are preprocessed (or cleaned) to
remove textual noise and improve the incomplete text.
The proposed model contains preprocessing operations
such as standard NLP procedures, removal of URLs,
symbols, and emojis, elimination of metadata, and
language identification, followed by translation when
necessary.

3.2.1. NLP operations

In the proposed model, NLP operations, such as
stop-word removal, stemming, and lemmatization, are
performed for the ( N5 ). First, the stop-word removal
eliminates the common or unwanted words (e.g., “the,”
“and,” “is,” and “of””) from the text documents ( N3;" ).
Thus, the stop-word-removed text is indicated as c.
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Fig. 1. Structural diagram of the proposed model
Abbreviations: DBERT: distilled bidirectional encoder representations from transformers; DePori: Dehghani
poor-and-rich optimization algorithm; HIN-MELM-AE: Hyperfan-IN multilayer extreme learning machine-
based autoencoder; NLP: Natural language processing; POS: Parts of speech; SAE: Stack autoencoder;
SemSim-HMM: Sememe similarity-induced hidden Markov model; TF-IDF: Term frequency—inverse document
frequency; URL: Uniform resource locator; VAE: Variational autoencoder

Next, the last few characters from are removed by the
stemming process, which is represented as =. Finally,
the lemmatization process converts the word into its
meaningful base form. Thus, the lemmatized text is
denoted as A.

3.2.2. URL, symbol, emotion, and metadata
removal

Next, the URL, symbols (e.g., @, #, and/), and
emotions are removed from the lemmatized text (1),
which is expressed as J. Then, the metadata removal
is performed on the URL-, symbol-, and emotion-
removed text (0). Here, the hypertext markup language
tags are removed; thus, the metadata-removed text is
denoted as /.

3.2.3. Language identification and translation

After that, the language of the /" is identified, and
the text is translated into the English language. Thus,
the English-translated text is defined as .

Finally, the preprocessed text ( 75 ) is expressed as:

Preprocessed

P(e) > |B+B+E+...+P ] )

where Pj specifies the D" preprocessed text.
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3.3. Slang Identification and Filtering

After preprocessing, slang recognition and
filtering are performed. Words or expressions in
languages other than the source language that are
present in the text documents are identified and
removed to make the text summarization process more
accurate. The improved DePori algorithm is employed
for slang identification and filtering. The poor and rich
optimization (Pori) algorithm effectively differentiates
words into slang and normal words based on the
discrimination between poor and rich. Nevertheless,
Pori suffers from low convergence speed and local
optima issues while solving very complex optimization
problems. To address these issues, the Dehghani
method (DM) is incorporated into Pori to determine the
best member of the population by utilizing information
on population positions.

3.3.1. Initialization

Primarily, the initial population is created
randomly with uniform distribution between upper-
bound and lower-bound values. Here, the initialized
population is considered as the preprocessed text ( 25 ).
In DePori, the main population contains two
subpopulations: poor and rich. The main population
(/) is defined as follows,
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J,

main (P@.) = Jp +Jr (3)

where J, indicates the initialized population of
poor, and J, denotes the initialized population of rich.
Here, (J, ) is stored in ascending order, where the first
part corresponds to the rich population and the second
part corresponds to the poor population. In DePori, all
rich population members have better positions than the

poor, which is expressed as:

asc, < asc, < asc, < e <asca <ascg+] < asc,,, < asc, .,
< <asc, 4

where asc, specifies the total number of rich
populations, and asc, implies the total number of the
main population.

[

3.3.2. Fitness function

Afterward, the fitness function is calculated
based on the lexicon dictionary words (Lex) to
differentiate the slang and non-slang words. Thus, the

fitness ( Jit ) is defined as:
Fit = Lex x Fi(J_ ) (5)

(6)

The best fitness value (Fif) obtained corresponds
to the best candidate solution J, .

J,,, = Best(Fir)

3.3.3. Updating the position of each rich
population member

Here, the position of every rich population
member is changed. The DM is used to locate the
best member of the population using information
on population positions, thereby improving the
performance of the optimization algorithm. In addition,
DM ensures that all members of the population, even
the worst, can contribute to population development.
Thus, the position update of each rich population
member based on DM is given by:

d id _ old
T = I I | T - | @
1 . .
e ®)
where
(i) J2 specifies the new value of the rich

population’s n” position.

(i)

J,”’l,f] denotes the present value of the rich
population’s n position.

(iii) Ip,, implies the DM for the rich population.
(@iv) ;fiest represents the best member of the poor

population’s present position.
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(v) i defines the current value of the rich
population’s n” position based on 1}, .

(vi) if,, signifies the best member of the poor
population’s present position based on I}, .
In fact, J;{Cb]est is the best member of the poor

population; when a rich population member increases

the distance from J;{gest , its distance from all poor

population members is also increased.

3.3.4. Updating the position of each poor
population member

The position update of each poor population
member is given in Eq. (9). Here, DM is employed
to locate the best member of the population utilizing
information on population positions.

new _ yold 2 old
Tpn = pn * [IDM N Jp,n}

(€))

1 ...old ...qold
- lr,best lr,mean lr,worst

where:

(10)

P
IDM

(i) J,, specifies the new value of the poor
population member’s n position.

(i1) J;f‘i indicates the present value of the poor
population’s n position.

(iii) 15, represents DM for the poor population.

@iv) il’bm is the best member of the rich population
based on 15, .

v) iff,iean signifies the average position of rich
population members based on 1, .

(vi) if’lzom represents the worst position of rich

population members based on 75, .

Getting rich varies for each person, where the 7, |
causes changes in their positions.

3.3.5. Mutation

The mutation for each rich and poor population
is formulated as:

. new __ ynew
. if ran<Pr,,, J=J5" +ran

Mu = (11)

. new __ ynew
if ran<Pr,,, J,, =J,, +ran

where M indicates the mutation, Pr, denotes
the mutation probability, and ran represents the value
obtained from the normal distribution with an average
of 0 and variance of 1.

This position updating continues until the best
position is obtained. Thus, the total / number of non-
slang texts (y,) is defined as,
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yz—>[y1, Pas Vapeverss syl] Here z=(1to ]) (12)

where y, specifies the first (y ) and y, indicates the
last (y,). The pseudocode for the DePori algorithm is
depicted below:

After identifying and filtering, the slang () is
transformed for effective ATS.

3.4. Data Transformation

Next, data transformation is performed on (y_) by
employing the Hadoop MapReduce for handling large
volumes of text and multiple documents effectively.
Here, the data transformation comprises steps such

Algorithm 1. Improved pseudocode for Dehghani’s
poor and rich optimization algorithm

Input: Preprocessed text (p;)
Output: Non-slang text (7 )
Begin
Initialize main population
()=,
Store J

main 1N ascending order
asc, < asc, < asc, < - <asc <asc <
o o+l

asc, ., <asc, ,<--<asc

[
While jter < iter

max

For each (J,

main )

Compute fitness function
Jit = Lex * Sit(Jmam )

Update position of each rich population member

new _ yold r old old
Jr,n - Jr,n + IDM |:Jr,n - Jp,best:|

Discover Dehghani Method for rich population
IBM = I:i;est .“ 12 o ibpest:|
Update position of each poor population member
Estimate Dehghani Method for poor population
B =[ i 19,

Find mutation

. new __ ynew
M= if ran<Pr,,, J7"=J"" +ran

if ran<Pr,,, J)5 =J,% +ran

End For
End While
Obtain Non-slang text (yz)
End
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as clustering, topic modeling, TF-IDF analysis, and
frequent term selection.

3.4.1. Clustering

First, the clustering process is applied (y,) to
create the text document clusters. Here, the InS-FCM
model is employed for clustering. In general, FCM
performs better for data with complex structures or
overlapping class boundaries. If outliers exist in the
data, they affect the clustering outcomes significantly.
If the problem of outliers is avoided, the results of
clustering will be more accurate. To solve this problem,
the info-squared technique is incorporated into FCM,
effectively mitigating the effect of outliers. The
clustered data ( Z) is formulated as:
7=z 224 ....250) (13)

Where r’ =
data.

(1,2,...,J°) specifies the clustered

3.4.2. Topic modeling

Next, the topic modeling is applied to each
clustered of data (Zf,l) for creating the cluster topics
and terms belonging to each cluster topic. Here, the
LDA approach is used for topic modeling. LDA
effectively identifies the hidden topic structure in a set
of documents. This can be defined as:

log j(Z|a,b)= Egp
[1og f(Z,V,w,(p|a,b)—logk(w,go,V)J (14)

Thus, a good approximation of the posterior
distribution is determined by iteratively updating the
o and v. Finally, the topic modeling outcomes are
represented as 7.

3.4.3. Term frequency—inverse document
frequency analysis

The TF-IDF analysis is performed for 7 to
identify the globally frequent terms from the collection
of multiple text documents. The TF-IDF analysis
reduces the computational complexity of the model.
First, the TF(x) is calculated by the frequency of the
specific term present in 7':

Q(%M)

where Q(a? ) denotes the number of times, the
term d is present in 7, and r(d,Tc) represents the
total number of terms in 7. The IDF (U) is known as

(15)
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the frequency of tokens (7o) containing the term. Thus,
the IDF is defined as:

Q(t(j)
to(d)

where (to) denotes the number of tokens
presentin 7, and #o(d ) denotes the tokens that contain
the term d . Next, the TF-IDF can be calculated by
multiplying the TF and IDF values:

U =log

(16)

F = (kxU) (17)

where F indicates the obtained TF-IDF score.

3.4.4. Frequent term selection

After the TF-IDF analysis (ﬁ ), the frequent
terms are selected. Here, sentence filtering is performed
on each individual input text document based on the
frequent and semantic similar terms generated from
the previous stage, which is indicated as c'
Finally, the total A' number of transformed data ( Yq ) is
given by:

Y oY, + Y, + Y+ Y]

(18)

where Y, specifies the A" transformed data.

3.5. POS Tagging

Then, POS is tagged from the (Yq ). The SemSim-
HMM is used for POS tagging. HMM effectively
reduces ambiguities in the sentences and improves
tagging accuracy. However, HMM achieves low
accuracy for unknown words because the emission
probability tends to be zero in such cases. Therefore,
the sememe similarity is incorporated with HMM,
which evaluates the semantic relationship between
sentences through the horizontal semantic relation.

Finally, the tagged POS (Z f 95 )is expressed as:

20 |2+ 2% v+ 2]

where £ =(1,2,s5p") (19)

where p " denotes the number of tagged POS. The
pseudocode for SemSim-HMM is depicted below:
Thus, SemSim-HMM effectively performs POS

tagging.

3.6. Significant Entity Extraction

Next, the significant entities, namely statistical
and linguistic features, including code quantity
principle, noun and verb phrases, content words,
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Algorithm 2. Pseudocode for sememe similarity-
induced hidden Markov model

Input: Transformed data (Yq)

Output: Tagged POS (Sfos)
Begin
Initialize (7,.)
For each (Yq )
Compute set of M hidden state (H,,)
Estimate a sequence of P observations (Opq)
Derive transition probability matrix
w{lm'|=Pr(p =H, | py =H,)
Evaluate emission probability
I;[v,l'] =Pr(¢) =0y |y =H,)+3'
Discover sememe similarity
_, | O Simil (H,,H,)+O0, Simil (H,,H, )
7\ w0, Simil (H,.H,)
Find initial state probability
6, =Pr(ﬂ1 =Hu)
Compute SemSim-HMM
5 =(H,0.w.7,0)

End for
Obtain tagged POS (35 OS)
End

proper nouns, cue-phrase, biased words, positive
keywords, negative keywords, and sentence length,
are extracted from the (Yq )and (Z f oS ). The extracted

significant entities ( §_.) are given by:

Bor = B B B e VB3 | 20)

where 3. denotes the number of ( 8.).

3.7. Entity Vectorization

After that, (B, )undergoes entity vectorization
for effective ATS. In this case, the DBERT algorithm is
used for entity vectorization. DBERT efficiently
handles complex language structures and captures the
contextual meaning of words within a sentence.

Initially, ( S_.) is tokenized into v tokens 7, .
The 7,, is then fed into the DBERT model to obtain i’
number of token embeddings ¢,, .

The next step is to obtain a fixed-sized sentence
embedding by applying a pooling operation on the
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DBERT model. Thus, the sentence embedding (S) is
calculated as:

1 g~
S :;zemzlcem

where &' indicates the number of contextualized
embeddings.

Subsequently, 7,, are handled by the DBERT
model, and it produces contextualized embeddings
C

em*

2

Then, the embeddings of the two sentences S,
and S, are obtained by using the Siamese network
structure. This can be written as:

¢'= DBERT(S,)

«'= DBERT(S,) (22)

where ¢’ and «' represent the embeddings. Then,
the cosine similarity (Sim) is evaluated between two
embeddings ¢’ and x’, which is given by:

Sim(¢',x") = (23)

¢ K
1 {1

Next, a suitable loss function is chosen for
training the BERT model. Thus, the contractive loss
function (Loss) is defined as:

Loss(¢'x'\v')=v"- Sim(¢",k")+(1-v")-

max (0,ma — Sim(¢',x")) (24)

where ma signifies the hyperparameter, and if
S, and S, are similar, then v’ is 1; otherwise, v’ is 0.
Finally, the entity vectorization outcomes are indicated
as X,

3.8. ATS

Then, (X,,) are subjected as input to the ATS.
In this stage, ensemble-based voting, similarity
evaluation, and re-ranking with optimal sentence
selection are performed to obtain the summarized text.

3.8.1. Ensemble models

The ATS is performed based on the (X).
In the proposed model, the HIN-MELM-AE is
employed to generate the summary text. In general,
AEs are used to convert a given input into a lower-
dimensional representation. The decoder reconstructs
the input from the encoded version. However, AEs
are computationally expensive and provide poor
performance for text summarization.

To address these issues, multilayer extreme
learning machine (ELM)-based AEs (MELM-AEs)

35

are employed for ATS. ELM offers several advantages,
such as fast training speed and versatility in handling
diverse data types. MELM-AE effectively learns
feature representations by adopting a singular value
decomposition. Hyperfan-IN initialization is used in
MELM-AE for generating the weights and biases of
the network to enhance the learning of machine.

Along with the proposed HIN-MELM-AE,
SAE, VAE, and DBERT are employed for ATS. Fig. 2
presents the structural visualization of the ensemble
models.

3.8.1.1. Hyperfan-IN multilayer extreme learning
machine-based AE

The HIN-MELM-AE consists of the input layer,
encoder, MELM, decoder, and output layer.

(i) Hyperfan-IN initialization: Here, the weights
(w) and biases (B) of the network are generated
by employing Hyperfan-IN initialization, which
improves the learning efficiency of ELM. This is
expressed as:

1

o 2" ReLU (25)

2v'y Var(e[Z]Xr' )

2'Re LU

" 20", Var(e[Z]Xr')

(26)

where v'y specifies the constant, and Re L U
denotes the rectified linear unit function.

(ii) Encoder phase: Primarily, X, are subjected
to the input layer /,, which forwards the data
to the multiple hidden layers (Lg). This can be
determined as:

L,=&o I +B) 27)

where ¢ indicates the sigmoid activation function.

(iii) Decoder phase: Finally, in the decoder phase, the
output layer reconstructs the summarized text.
Thus, the output layer operation is defined by:

N(X,)= (e A,+ B) (28)

Thus, the obtained sentences are denoted as .

3.8.1.2. SAE

SAE effectively learns the codings of unlabeled
data. The SAE contains two parts: an encoder and a
decoder.

Firstly, the X, is subjected as an input to the
input layer /n ,, which forwards the data to the encoder.
Then, the /n,, is mapped by the encoder to a latent
space representation, which is performed by utilizing
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Fig. 2. Structural representation of ensemble models
Abbreviations: DBERT: distilled bidirectional encoder representations from transformers;
HIN-MELM-AE: Hyperfan-IN multilayer extreme learning machine-based autoencoder; SAE: Stack autoencoder;
VAE: Variational autoencoder

one or more hidden layers. Thus, the encoder operation
is written as:

h=0 (W, In +b, ) (29)

where W signifies the weight of SAE, b
indicates the bias term of SAE, o denotes the activation
function, and # represents the latent space
representation. Then, the 4 is mapped back to the
original input space by the decoder. Thus, the decoder
operation is given by:
Ingg =0 (Wah+by) (30)

Next, the decoded information /n , is passed
to the output layer, which delivers the outcomes.
Eventually, the obtained sentences are represented as

Ko

3.8.1.3. VAE

A VAE combines a neural network with
variational inference. The VAE consists of an encoder,
a latent state distribution, and a decoder.

Initially, the X, is fed into the input layer Tyag

which forwards the data to the encoder. Then, the ;.
is mapped by the encoder to a latent space distribution
(la). Thus, the encoder operation is given by:

36

‘9pa (la | iVAE): é(la;;u'pa(iVAE)a Otpa (iVAE)Zj (31)

where 9§, (la | fVAE) specifies the posterior
distribution, signifies the encoder parameters, G
implies the Gaussian distribution, and x’ and « are the
mean and standard deviation, respectively. The latent
variable is determined as follows:

E (la) =
where /d is the identity matrix. Then, is mapped

back to the original input space by the decoder. This
is given by:

G(0,1d) (32)

Eco (jVAE | la) = G(iVAE; Heo (la)9 Oco (la)z) (33)

where E,, (1.4 |la) defines the likelihood, and

co signifies the decoder parameters. Then, the decoded
information 1, is passed to the output layer, which
delivers the outcomes. Eventually, the obtained
sentences are represented as y/ ..

3.8.1.4. DBERT

The X, is fed to the DBERT model for ATS. The
processes involved in the DBERT model are explained
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in Section 3.7. Lastly, the obtained sentences are
indicated as {7, .

Finally, the voting-based sentences (S3"') are
obtained, which are represented as:

SE > 81 Sy SN, S where 8" = (1,2,b15)
(34)

where 0'=(1,2,...,p) specifies the number of
S

3.8.2. Similarity evaluation of each model

A similarity between sentences is estimated from
the voting-based sentences (S3'). Here, cosine
similarity is used to calculate the similarity between
sentences. Thus, the cosine similarity (Cos) is given

by:
SIVDZ . S;Dt
Slvat S ;ot

Cos =

(35)

The cosine similarity is calculated for all voting-
based sentences. Thus, the evaluated similarity between
all the voting-based sentences is indicated as o,

3.8.3. Re-ranking and optimal sentence selection

After similarity evaluation (@,), the voting-based
fusion is performed. Then, the sentences are rearranged,
and optimal sentences are selected to obtain the
summarized text. Finally, the obtained summarized
text (R is formulated as:

R;ext :>|: Rlext plext piext Rtext:| (36)
, R RS Ry
Where R specifies the 1" summarized text.

Thus, the proposed model effectively performs ATS
with slang filtering.

4. Materials and Methods
4.1. Software Requirements

The proposed model was implemented in the
Python platform. Python is a widely used general-
purpose and high-level programming language
designed to emphasize code readability. The syntax of
Python allows developers to define concepts in fewer
lines of code. In addition, Python efficiently integrates
with systems and enables rapid development. Python
is a multipurpose programming language and has
been employed in many applications, such as machine
learning, scientific computing, and automation.
Furthermore, Python’s extensive standard library is
equipped with modules and functions for a variety of
frequently occurring tasks.
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4.2. Hardware Requirements

The hardware requirements for the proposed
model are as follows:
(i)  Processor: Intel Core i5/Core i7
(il) Central processing unit speed: 3.20 GHz
(iii) Operating system: Windows 10
(iv) System type: 64-bit
(v) Random-access memory: 4 GB.

4.3. Dataset Description

The DUC 2004 dataset was used to assess the
proposed model. This dataset was obtained from
publicly available sources. The DUC 2004 dataset
consists of 1,358 text documents, of which 80%
(n = 1,087) were employed for training, and the
remaining 20% (n = 271) were employed for testing.

5. Results and Discussion

In this section, the performance analysis and
comparative assessment of the proposed model are
discussed to demonstrate the model’s reliability.

5.1. Performance Evaluation of the Proposed HIN-
MELM-AE Model

The performance of the proposed model and
existing techniques, such as AE, sentence bidirectional
encoder representations from transformers (SBERT),
LSTM, and RNN, was evaluated to demonstrate the
model’s reliability.

Fig. 3 illustrates the graphical analysis of the
proposed HIN-MELM-AE and existing techniques
in terms of accuracy, precision, recall, F-measure,
sensitivity, ROUGE 1, and ROUGE 2. The proposed
HIN-MELM-AE achieved high accuracy, precision,
recall, F-measure, sensitivity, ROUGE 1, and ROUGE
2 of 97.92%, 99.16%, 98.01%, 98.24%, 98.01%,
0.935145, and 0.911371, respectively.

In contrast, the existing techniques achieved
lower average accuracy, precision, recall, F-measure,
sensitivity, ROUGE 1, and ROUGE 2 of 91.59%,
93.05%, 90.21%, 91.59%, 90.21%, 0.833706,
and 0.761878, respectively. This indicates that the
proposed HIN-MELM-AE utilized the MELM-
based AE to achieve superior performance for text
summarization.

A comparative assessment of the proposed model
and existing techniques regarding execution time and
error is presented in Table 1. Here, the proposed model
utilizes the Hyperfan-IN initialization for generating
the weights and biases of the network, which enhances
the learning process. The proposed HIN-MELM-AE
obtained a low execution time and error of 51,015 ms
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Fig. 3. Graphical analysis in terms of (A) accuracy,
precision, recall, F-measure, and sensitivity,
and (B) ROUGE 1 and ROUGE 2
Abbreviations: AE: Autoencoder;
IN-MELM-AE: Hyperfan-IN multilayer extreme
learning machine-based autoencoder; LSTM: Long
short-term memory; RNN: Recurrent neural network;
ROUGE: Recall-oriented understudy gisting
evaluation; SBERT: Sentence bidirectional encoder
representations from transformers

and 0.011766, respectively. However, the existing
SBERT and RNN achieved a higher execution time of
62,008 ms and 83,012 ms, respectively. In addition,
the existing AE and LSTM exhibited higher errors of
0.051064 and 0.097872, respectively. These results
indicate that the proposed model performs better for
text summarization.

5.2. Performance Estimation of Ensemble Models

The performance estimation of ensemble models
was conducted to assess the model’s reliability.

Fig. 4 displays the performance evaluation of
ensemble models in terms of summary size versus
recall and summary size versus ROUGE. The proposed
HIN-MELM-AE achieved a high recall and ROUGE
of 0.9857 and 0.9132, respectively, for a summary
size of 50. On the other hand, AE, VAE, and SBERT
achieved a low recall of 0.8942, 0.8215, and 0.7745,
respectively, for a summary size of 50.

In addition, AE, VAE, and SBERT achieved
lower ROUGE values of 0.8412, 0.7916, and 0.7195,
respectively, for a summary size of 50. This indicates
that the proposed HIN-MELM-AE achieved superior
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Fig. 4. Performance evaluation of ensemble
models in terms of (A) summary size versus recall
and (B) summary size versus ROUGE
Abbreviations: AE: Autoencoder;
HIN-MELM-AE: Hyperfan-IN multilayer
extreme learning machine-based autoencoder;
ROUGE: Recall-oriented understudy gisting
evaluation; SBERT: Sentence bidirectional encoder
representations from transformers; VAE: Variational
autoencoder

Table 1. Comparative assessment of the proposed
model and existing techniques

Methods Execution time (ms) Error
Proposed 51,015 0.011766
HIN-MELM-AE

Existing SAE 57,006 0.051064
Existing SBERT 62,008 0.076596
Existing LSTM 68,018 0.097872
Existing RNN 83,012 0.110638

Abbreviations: HIN-MELM-AE: Hyperfan-IN

multilayer extreme learning machine-based autoencoder;
LSTM: Long short-term memory; RNN: Recurrent neural
network; SAE: Stack autoencoder; SBERT: Sentence
bidirectional encoder representations from

transformers.
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performance in text summarization due to the use of
MELM-based AE and Hyperfan-IN initialization.

5.3. Performance Assessment of the Proposed DePori

The performance assessment of the proposed
DePori was compared with conventional techniques,
such as Pori, honey badger algorithm (HBO), fennec
fox optimization (FFO), and sail fish optimizer (SFO).

Fig. 5 displays the comparison of fitness versus
iteration for the proposed model and traditional
methods, including Pori, HBO, FFO, and SFO. The
proposed model employed DM to locate the best
member of the population using information on
population location. The proposed DePori achieved a
high fitness of 88.12 in the 10" iteration and 96.37 in
the 40™ iteration.

In contrast, HBO achieved lower fitness values of
85.26 in the 10" iteration and 91.26 in the 40" iteration.
Other existing methods also obtained low fitness values.
This indicates that the proposed model effectively
performs slang identification and filtering.

5.4. Performance Analysis of the Proposed
InS-FCM

The performance analysis of the proposed
InS-FCM and existing techniques was performed to
assess the model’s performance.

Table 2 presents the performance validation
of the proposed InS-FCM and conventional
methods, including FCM, K-means, K-medoids,
and balanced iterative reducing and clustering using
hierarchies (BIRCH) in terms of clustering time and
silhouette score. The proposed InS-FCM obtained
a low clustering time and a high silhouette score of
6,134 s and 0.9085, respectively. On the other hand, the
existing techniques achieved a high mean clustering
time of 13,382.25 s and a low silhouette score of
0.7737. In this approach, the info-squared method
is combined with FCM, which effectively mitigates
outlier-related issues.

Fig. 6 illustrates the clustering accuracy of
the proposed model and the existing techniques.
The proposed InS-FCM achieved a high clustering
accuracy of 96.90%. On the other hand, the existing
techniques, such as FCM, K-means, K-medoids,
and BIRCH, obtained a low clustering accuracy of
93.89%, 92.49%, 90.35%, and 87.32%, respectively.
These results indicate the superiority of the model.

5.5. Comparative Analysis of the Proposed Model

The comparative analysis of the proposed model
and related works was performed to assess the model’s
reliability.
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Fig. 6. Graphical representation of
clustering accuracy.
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reducing and clustering using hierarchies;
FCM: Fuzzy C-means clustering; InS-FCM: Info-
squared fuzzy C-means clustering

Table 2. Performance validation in terms of
clustering time and silhouette score

Techniques Clustering Silhouette
time (s) score
Proposed InS-FCM 6,134 0.9085
FCM 9,219 0.8475
K-means 12,237 0.7954
K-Medoids 14,389 0.7542
BIRCH 17,684 0.6978

Abbreviations: BIRCH: Balanced iterative reducing
and clustering using hierarchies; FCM: Fuzzy C-means
clustering; InS-FCM: Info-squared fuzzy C-means
clustering.

Table 3 presents the comparative analysis of
the proposed HIN-MELM-AE model and related
works. The proposed HIN-MELM-AE model, which
utilizes the MELM-based AE and Hyperfan-IN for
initialization, achieved a high ROUGE 1 and ROUGE 2
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Table 3. Comparative analysis

Techniques Dataset ROUGE 1 ROUGE 2 | References

HIN-MELM-AE DUC 2004 0.94014 0.90437 Proposed model

FA dataset 0.4782 0.2295 | Tomer and Kumar (2022)
DNN 0.42813 0.23668 Onan and Alhumyani (2024a)
USE transformer 0.4286 0.1425 Lamsiyah et al. (2021)
Karci’s summarization approach 0.58669 0.31804 Hark & Karc1 (2020)

Abbreviations: DNN: Deep neural network; FA: Firefly algorithm; HIN-MELM-AE: Hyperfan-IN multilayer extreme learning
machine-based autoencoder; MMR: Maximal marginal relevance; ROUGE: Recall-oriented understudy gisting evaluation;

USE: Universal sentence encoder.

values 0f 0.94014 and 0.90437, respectively. However,
the existing firefly algorithm achieved a low ROUGE-1
of 0.4782 using the DUC 2004 dataset. Furthermore,
the existing maximal marginal relevance method and
PageRank algorithm achieved a low ROUGE-1 score
of 0.684. Moreover, the existing deep neural network,
universal sentence encoder transformer, and Karci
summarization approach achieved low ROUGE-1 and
ROUGE-2 scores, potentially reflecting their higher
computational complexity. These findings indicate that
the proposed model performs ATS more effectively.

6. Conclusion

This study presents an improved ensemble
learning-based ATS with slang filtering using HIN-
MELM-AE and DePori. The DUC 2004 dataset
was used to train the proposed model. In this study,
processes—such as text document acquisition,
preprocessing, slang identification and filtering,
data transformation, POS tagging, significant entity
extraction, entity vectorization, ensemble models,
similarity evaluation of each model, and re-ranking
and optimal sentence selection—were performed. The
proposed HIN-MELM-AE achieved high accuracy,
precision, and recall of 97.92%, 99.16%, and 98.01%,
respectively. In addition, the proposed InS-FCM
achieved a low clustering time and high clustering
accuracy of 6,234 s and 96.90%, respectively.
Furthermore, the proposed DePori achieved a high
fitness of 88.12 in the 10" iteration and 99.81 in the
50" iteration. These findings indicate that the proposed
model performs ATS with slang filtering more
effectively. However, the proposed model is limited
to summarizing text from documents and does not
handle context in videos. Future studies could focus
on developing techniques for summarizing context in
videos to further enhance the model’s applicability.
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Abstract

Artificial intelligence (Al) and gesture recognition offer new creative possibilities, yet culturally sensitive, real-time
systems for gestural folk music composition remain largely undeveloped. This study develops an Al-collaborative
folk music composition system that integrates computer vision-based gesture recognition with specialized folk
music generation algorithms to create a real-time interactive framework that supports traditional music composition
while preserving cultural musical characteristics across multiple folk traditions. The system employs a four-layer
architecture encompassing gesture acquisition, computer vision processing, interpretation, and generation layers.
A comprehensive dataset of 1,643 folk music compositions from established repositories representing English,
American, Irish, and Chinese traditional music (Nottingham Dataset, Irish Traditional Corpus, and self-recorded
materials) was curated, supplemented by 6,127 successfully tracked gesture samples collected from 47 participants
across 12 folk music gesture categories. The evaluation framework assessed gesture recognition accuracy, cultural
authenticity preservation, real-time performance, and collaborative effectiveness through extensive experimental
validation. The system achieved robust gesture recognition performance with 88.9% accuracy and 23.4 ms processing
latency, while maintaining end-to-end response times of 86.8-91.6 ms during collaborative sessions. Cultural
authenticity scores ranged from 7.6 to 8.3 across different regional folk styles, with a user satisfaction rating of 7.8 and
a 28% improvement in musical coherence compared to baseline approaches. The framework successfully supports up
to eight concurrent users while maintaining sub-100 ms real-time performance requirements. The integrated system
successfully demonstrates effective coordination between gesture recognition and folk music generation subsystems,
validating the architectural design and optimization strategies for culturally sensitive Al applications across diverse
folk music traditions. The validated framework provides a foundation for educational, performance, and cultural
preservation applications, contributing methodological insights for multimodal human—AlI interaction systems and
culturally aware creative technologies applicable to traditional music contexts.

Keywords: Artificial Intelligence-Collaborative Music Composition, Computer Vision, Folk Music Generation,
Gesture Recognition, Real-Time Interactive Framework, Traditional Music

1. Introduction possibilities for designing intelligent systems that
can interpret and respond based on human creative
intention under real-world conditions. This integration
would be quite appealing for folk music creation, as it
offers opportunities to develop sophisticated human—

Rapid development of artificial intelligence (AI)
has greatly altered many areas of human creation,
and one of the promising areas for Al application

is  musical composition (Hernandez-Olivan & computer interaction patterns for diverse geographic
Beltran, 2022). Combining computer vision, gesture and ethnic origins of traditional culture, and still
recognition, and Al-generated music reveals new maintain its authenticity and complexity. This research
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exclusively focuses on designing a framework for
composing multicultural folk music that would
cover the traditional music of different regions,
such as English, American, Irish, and Chinese folk
music, taking into consideration that each folk music
tradition has some commonalities while also retaining
distinctive characteristics.

Recent advancements in Al research have
shown remarkable success in many methods, ranging
from deep architectures to symbolic music modeling
systems (Ji et al., 2023). In this regard, automatic
methods of composing music through Al systems
remain a broad area of activity, encompassing
many computational approaches (Civit et al., 2022).
Recently, comprehensive research on Al music
composition applications demonstrates that there is a
growing number of choices available for incorporating
this technology creatively (Chen et al., 2024).
Nevertheless, applications of these technologies,
despite their great potential for culture preservation
and creation, have been rarely explored, especially
concerning music composition for folk culture.

These distinctive elements, including its melody,
rhythmic components, and expression of emotion,
have been shown to be supportive and motivating,
not only for the Al system that is attempting to mimic
intelligent output, but also for producing more valid
output (Sturm & Ben-Tal, 2021). In addition, going
beyond its technical applications, its philosophical
applications for Al systems within music involve more
basic concepts of creating, authoring, and originality
of culture itself (Berkowitz, 2024). Text-to-music
creation techniques demonstrate ongoing research
into the advanced functionality of Al techniques for
producing large stylistic output from text itself (Zhao
et al., 2025). Furthermore, the future applications of
machine learning techniques into music continue to
expand into this new, imaginable realm of human-—
computer interaction and creation (Liang, 2023).

Machine learning and computer vision have kept
pace with developments in modern gesture recognition
systems, and more powerful tools have emerged
for high-quality and interactive music systems
(Dalmazzo et al., 2021). There have been outstanding
breakthroughs in computer vision methods of musical
transcription, and the processing of visual information
into symbolic music expression has been achieved
effectively (Li et al., 2020). The successful deployment
of such gesture recognition capabilities within musical
contexts requires systematic integration across multiple
computational layers, addressing distinct processing
requirements from visual input to musical output.
Systems enabling multimodal interaction between
human and computer are becoming increasingly
able to understand and interpret complex user inputs
performed through more than one perceptual channel
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(Jia et al., 2020). The improvement of performer—
audience interaction through technological mediation
has become an emerging research area with significant
implications for the live musical performance
experience (Otsu et al., 2021).

Affective music composition systems face inherent
challenges in composing music that is emotionally
meaningful to humans in terms of human emotions
and cultural background (Dash & Agres, 2024). The
application of machine learning in music generation
and composition has been successful across diverse
music genres and styles (Dawande et al., 2023). Deep
network architectures tailored for music generation
are becoming increasingly complex to produce higher-
quality output (Pricop & Iftene, 2024). Extensive
investigation of multimodal interaction interfaces
effectively demonstrates the challenges in developing
robust systems for human—computer communication
(Dritsas et al., 2025), requiring careful coordination
among gesture capture, interpretation, and generation
subsystems to maintain coherent real-time operation.

Generative Al in music has educational
potential and implications for traditional pedagogy,
considering how this technology might be integrated
(Cheng, 2025). The synthesis of music sound using
machine learning techniques has made considerable
progress in producing perceptually relevant control
of a synthesizer through user input (Roche, 2020). In
commercialized musical contexts, the implementation
of deep neural networks in music industry processes
provides pragmatic evidence of Al technology adoption
(Fan, 2022). Moreover, psychological studies of neural
processing suggest that musicians are trained to have
heightened sensitivity to music-relevant aspects of the
musical context, acquired through experience (Hansen
et al., 2022).

The appearance of music perception skills in
neural networks without human supervision is in
line with our hypothesis that the networks might
develop a kind of internal understanding of music
through learning from various musical pieces (Kim
et al., 2024). Deep learning approaches based on
music genre identification have made remarkable
progress, demonstrating their potential for better
style recognition and generation (Yimer et al., 2023).
Studies on soundscape features in human—computer
interaction contexts have demonstrated the relevance of
environmental and contextual aspects when designing
musical interfaces that effectively coordinate music-
sound with non-music sound (Johansen et al., 2022).
Dynamically coping with uncertainty is a continuing
problem for machine learning systems implemented
for applications that need guaranteed and predictable
performance (Kapoor, 2025).

Fine-grained interactive guidance for symbolic
music generation is also a major step toward
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obtaining full control over the operations of AI music
authoring (Zhu et al., 2024). However, despite such
achievements, many limitations of current Al music
generation systems exist, limiting their application
effectiveness in folk music. Many models cannot be
sensitive enough to the subtle attributes of folk music
traditions and inevitably generate results that are not
realistically stylized due to constraints in meaningful
cultural expressions. The challenge is exacerbated
when considering the real-time nature of interaction
required for gesture-based systems, where latency and
responsiveness are critical to preserving an effective
creative flow.

To effectively address these issues of real-time
system performances, especially under uncertain
operating settings, sophisticated control techniques
from the theoretical framework of non-linear systems,
as described by gesture-based human—computer
interaction, need to be applied. Recent efforts based
on fuzzy control, aiming for practical fixed-time
synchronization of fractional-order chaotic systems
(Boulkroune et al., 2025), and output-feedback
controllers based on projective lag synchronization
of uncertain chaotic systems subjected to input
non-linearities (Boulkroune et al., 2017), have laid
theoretical foundations for addressing interoperability
and system-wide time compatibility between complex
computational components with diverse time
characteristics. These approaches can be collectively
considered as offering methodologies to provide
practical solutions for time compatibility and gesture
synchronization, particularly under variable lighting or
sensor noises in gesture recognition algorithms used as
input components of gesture-to-music translators.

To address complex interactions between
gesture, musical parameters, and generators—
aiming for comprehensive theoretical foundations—
control structures from neural networks, especially
as proposed for uncertain complex dynamical
multivariable systems and based on advanced neural
network online prediction methods (Zouari et al.,
2012), and hierarchical adaptive backstepping methods
concerning uncertain single-input single-output (SISO)
non-linear systems (Zouari et al., 2013a), which align
conceptually with multi-layer processing architectures,
are required for gesture-to-music translation.

Gas-compressor systems based on induction
motors, utilizing practical implementation and
validation through non-linear optimal control
methods (Rigatos et al., 2023), and flexible robotic
systems based on DC motors—adopting practical
implementation through adaptive backstepping control
methods (Zouari et al., 2013b)—have demonstrated
that complex adaptability techniques can be effectively
applied within strict time-constrained responsive
systems. These control methods could be integrated
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into gesture—music systems involving gesture-based
folk music generation, potentially offering improved
resistance to environmental changes, as well as more
accurate gestural expression interpretation, while
maintaining cultural integrity required for folk music
tradition and transmission.

Gesture recognition and Al-generated music
face complex technical challenges, as they involve
coordinating multiple tasks across different computer
systems. Research on gestural control of Al-generated
folk music is currently facing challenges, particularly
the need for research that focuses on Al-generated folk
music while taking into consideration characteristic
features and traditions within different cultures
worldwide. By addressing this research gap, the
present study develops a comprehensive framework
that incorporates advanced computer vision technology
and specialized Al-generated folk music algorithms
based on multicultural materials of traditional folk
music, establishing a system of gestural human—AlI
cooperation on music creation grounded in Western,
Celtic, and Eastern folk music traditions.

2. Methods
2.1. System Architecture Design

To develop the proposed Al-assisted folk music
composition system, a complex architectural design
is required that effectively incorporates gesture
processing functionality and folk music processing
functionality into one efficient system that is still fully
responsive and culturally compatible with diverse folk
music traditions. The system design was formulated to
address one of its core challenges, namely, managing
multiple computer processing systems operating
at different time scales while retaining the natural,
free-flowing characteristic typical of folk music
performances. To enable a clear understanding of
this complex system, Fig. 1 outlines the architectural
system design for the proposed system.

Fig. 1 illustrates the system architectural
hierarchy, where the gesture acquisition layer interacts
solely with computer vision processing modules.
Gestural input is bridged via musical parameters by
the interpretation layer, and folk music composition
based on culturally appropriate folk music is achieved
through specialized neural modules in the generation
layer. There are four primary processing layers
that operate in parallel to optimize latency, system
responsiveness, and musical composition quality. In
addition, a dependency relationship exists between
each of these processing layer components, with input
components receiving raw streaming data (e.g., depth
sensor images for gesture acquisition, feature vectors
for gestural input, musical parameters for musical
composition), processing components implementing
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Fig. 1. Multi-layer system architecture for artificial intelligence-collaborative folk music composition
Abbreviations: 3D: Three-dimensional; CNN: Convolutional neural network

operations specific to each respective layer
(e.g., spatial-temporal feature extraction for computer
vision processing, gestural input processing, and
constraint-based musical composition for generation),
and output components that verify and pass valid
processing output downstream through standardized
interfaces for continuous system operation and final
musical composition output.

The proposed common architecture compares
favorably with other methods due to its ability to
incorporate domain-specific parameters of folk
music structures and performance practices into its
framework, thereby facilitating more informed gesture
interpretive processing and more appropriate musical
responses based on these considerations (Rezwana &
Mabher, 2023). To address issues of system operation
uncertainty and adaptability, the system design
integrates control concepts based on principles of
non-linear systems theory, incorporating an adaptive
feedback system that continuously monitors and
responds based on gesture recognition degrees of
confidence and processing delays. This is achieved
through decision rules formulated on fuzzy logic and
techniques of hierarchical backstepping control, that is,
system operations that aggregate performance levels
from lower processing scales to higher gesture or
co-processing scales over ongoing system operation,
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with parameters governed by backstepping control
methodologies.

A key benefit for developers is the ability
to optimize each goal separately, namely, gesture
recognition accuracy and music output quality, due to
straightforward inter-module communication based
on a set of standardized data exchange protocols.
All elements of this system operate within the time
constraints of their respective stages, ensuring that all
operations occur in real time. This applies to gesture
processing, which supports up to 30 fps camera capture,
and music generation, which maintains a maximum
latency of 50 ms. In addition, the systems include
facilities for dynamic resource allocation, allowing
processing priorities to adjust based on system load
and interaction intensity, thereby maintaining stable
quality of service across varied system configurations.

2.2. Computer Vision-Based Gesture Recognition
and Real-Time Interaction

The computer vision module develops new state-
of-the-art deep learning architectures designed for
musical gesture recognition and real-time classification
in folk music performance. The gesture recognition
methodology uses hierarchical feature extraction
methods, which exploit spatial-temporal hand
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movement patterns to inform secondary models based
on convolutional neural networks trained to discriminate
between intended musical gestures and unintended body
motion observed during creative sessions. To illustrate
the complex processing chain that converts raw gestural
input into musical parameters, we present a detailed
description of the gesture recognition pipeline in Table 1.

Table 1 presents a comprehensive system
configuration of gesture recognition, including input
data formats, feature extraction and classification
algorithms, and processing of time scales necessary
for comprehending gestural expressions. This
design takes into consideration parameters such as
Gaussian spatial smoothing—c of 1.2, determined
by experimental criteria aimed at balancing noise
elimination with hand movement detail preservation.
It also incorporates a time window width of 15 frames,
based on the criterion of processing time below 30 ms,
and a prediction threshold of 0.85, chosen to minimize
false positives during prolonged interaction. The
gestural classification framework captures movement
on varied time scales, enabling comprehension of
immediate reactive gesture as well as artistic gestural
expressions corresponding to musical interpretations
that remain cognizant of cultural context.

To facilitate better visualization of the sequence
of data flows and interdependencies within the four
processing stages outlined in Table 1, Fig. 2 shows a
comprehensive flow diagram illustrating the gesture
recognition pipeline architecture, including the
corresponding data transformations and/or operations
at each stage of processing.

Fig. 2 illustrates the step-by-step processing
pipeline that generates valid gesture classifications
from raw depth sensor input, based on four
synchronous processing tasks executed under stringent
time restrictions. The total processing latency of 23.4
ms, well below the target value of 30 ms corresponding
to the frame rate of 30 fps, demonstrates an optimal
pipeline that renders gestural interaction effortless and
free of delays. Every processing task is allocated its
own processing resources, as indicated in Table 2, and
buffer handling ensures loss-free processing during
concurrent user interactions, which is critical for
gestural sequence processing tasks involving longer
durations of collaborative activity.

The 12 folk music gesture types include universal
conducting gestures that can be applied across different
traditions of tempo, dynamic marking, and boundary
marking. Culture-specific expressive gestures typical
of a particular folk music tradition—including
articulation gestures, expression gestures, and melodic
indication gestures—refer to pitch gestalt characteristic
of scales typical of that tradition. While some of these
gestures can be interpreted based on general musical
principles, others exhibit culture-specific nuances
unique to certain folk music performances.

Moreover, the respective modules for recognition
and feature extraction are enabled using advanced
machine learning techniques, allowing the system to
adapt through continuous learning, especially based
on observation and experience. This enhances its
reliability under uncertain environments, particularly
when recognizing gestures under continuously

Table 1. Gesture recognition processing pipeline specifications

Component Parameter Specification Unit
Input data format Depth resolution 640%x480 Pixels
Frame rate 30 Fps
Data type 16-bit depth -
Detection range 0.5-4.5 Meters
Feature extraction Hand keypoints 21 Points
Feature vector dimension 126 Dimensions
Temporal window size 15 Frames

Spatial smoothing filter

Gaussian o = 1.2 -

Classification algorithm CNN layers 3 convolutional+2 FC Layers
LSTM hidden units 128 Units
Gesture classes 12 folk music gestures Classes
Model parameters 24 M Parameters
Temporal processing Processing latency 23 ms
Buffer size 8 Frames
Prediction confidence threshold 0.85 -
Gesture sequence length 0.5-3.0 s

Abbreviations: CNN: Convolutional neural network; FC: Fully-connected; LSTM: Long short-term memory.
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Input data format Feature extraction Classification Temporal processing
Depth camera frame Handzkle)l/::du;:;;t:cnon CNN-LSTM architecture Confidence validation
capture R Gaussi : | 3 Conv +2 LSTM (128 units) R Threshold =0.85 _| Musical parameter
> smoothing > > )
640 X480 @ 30fps _ . 2.4M parameters Buffer management mapping
16-bit depth 0=12, 13-frame window 12 Gesture classes 8 -frame buffer
126-D feature vectors
52ms 215018 7.3 ms 2.8ms

Total pipeline latency: 23.4 ms

Fig. 2. Gesture recognition pipeline flow diagram
Abbreviations: CNN: Convolutional neural network; Conv: Convolutional; LSTM: Long short-term memory

Table 2. System integration and real-time optimization configuration

Integration component

Parameter

Specification

Notes

Inter-module
communication

Data transfer protocol

UDP with error correction

Low-latency priority

Message queue size 256 buffers Ring buffer
Latency requirement <10 ms Design target
Buffer overflow handling | Drop the oldest policy -

Temporal synchronization | Master clock frequency 48 kHz Audio sample rate

Sync tolerance

Maximum=2 ms

Design constraint

Drift compensation

Linear interpolation

Algorithm choice

Frame alignment window

5 frames

Configuration

Resource allocation

CPU core assignment

4 cores dedicated

Gesture+music+control+input/output

Memory pool size

512 MB pre-allocated

Static allocation

Priority scheduling

Real-time FIFO

Linux RT kernel

GPU memory allocation

2 GB reserved

CUDA buffers

Load balancing Thread pool configuration | 8—16 adaptive threads Dynamic scaling
Load threshold Maximum 75% CPU Trigger point
Migration strategy Priority-based Algorithm design
Monitoring interval 100 ms Configuration

Caching strategy Folk pattern cache 128 MB allocated Design specification
Gesture model cache 64 MB reserved Pre-loaded models
Replacement policy LRU with priority Algorithm choice
Refresh strategy Adaptive aging Implementation method

Abbreviations: CPU: Central processing unit; CUDA: Compute unified device architecture; FIFO: First in, first out; GPU:
Graphics processing unit; LRU: Least recently used; RT: Real-time; UDP: User datagram protocol.

changing fluorescent lighting or during user
interactions that involve hand occlusions. In such cases,
when occlusions occur below a predefined threshold
or during prolonged interactions that reduce gesture
recognition confidence, the system automatically
activates recalibration using predefined spatial filtering
parameters and interaction window sizes. These
constraints prevent instability or lack of adaptability
due to inter-user variabilities in corresponding
gestural vocabularies and interaction performance,
especially based on conceptual and theoretical
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approaches drawn from “backstepping methods” for
adapting and treating uncertain non-linear systems,
and through predetermined hierarchical structures
that enable parameters of feature extractions based on
local measures and parameters of classification based
on aggregated system behavior and performance,
particularly over extended durations of collaborations.

The real-time interaction optimization addresses
crucial latency issues by using predictive gesture
completion algorithms that anticipate trajectory
movements based on initial gesture segments and
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accumulated musical context, rather than relying
solely on complete gesture pattern recognition. Recent
machine learning advances have proven successful
in creating multimodal systems that meaningfully
interpret complex human interaction for creative
applications (Chang et al., 2024). The gesture-to-music
mapping reveals developer-specified relationships
between characteristics of gesture and musical
characteristics, including the generation of melodic
intervals, patterns of rhythmic forms, and progressive
development of harmonic progressions that honor
traditional folk music practices across multiple cultural
contexts.

The adaptive sampling rates and processing
priorities were configured to dynamically allocate
computing resources in accordance with the complexity
of gestures and musical context requirements. The
temporal windowing method examined gestural
sequences at multiple timescales to sustain musical
coherence and to afford responsive interaction with
the folk music generation algorithms, ensuring that
the generated pieces embody the performer’s creative
ideas while conforming to the music idioms and
stylistic conventions characteristic of diverse folk
music traditions.

2.3. AI-Collaborative Folk Music Generation
Framework

The folk music generation model establishes
a custom neural architecture to learn traditional
melodic figures, harmonic gestures, and rhythmic
styles characteristic of diverse folk music traditions,
incorporating real-time gestural input from the
musician to enable collaborative composition.
The generation method implements dual-pathway
processing, in which gestural input is processed
through dedicated folk music feature extractors, while
maintaining adherence to cultural music conventions
learned through extensive training on the curated folk
music datasets encompassing English, American,
Irish, and Chinese traditional music materials across
regional stylistic variations.

To illustrate the comprehensive workflow
integrating gestural analysis with constraint-aware folk
music synthesis, Fig. 3 presents the Al-collaborative
folk music generation framework, demonstrating
the interaction between user creative intentions and
culturally informed generation mechanisms.

Fig. 3 illustrates how the advanced processing
framework, in addition to gestural input analysis and
folk music generation algorithms, preprocesses real-
time user intentions together with traditional musical
knowledge to generate musically viable compositions
within diverse folk music idioms. The generation
network integrates folk music constraints during
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synthesis through weighted loss functions and rule-
based filtering mechanisms, constraining the musical
outputs to preserve traditional styles and patterns—
characteristic of the target folk tradition—while
remaining sensitive to gestural input and user creative
intentions through probabilistic online selection
methods biased toward musical coherence and
cultural authenticity. The workflow operates through
continuous iterative cycles, where gestural parameters
extracted from real-time user input influence the
generation process, learned folk music representations
from the training corpus constrain output stylistic
characteristics, and validation mechanisms evaluate
musical sequences against cultural authenticity
criteria before synthesis, ensuring that generated
compositions maintain traditional stylistic properties
while incorporating dynamic gestural expression.

The common decision framework hinges on
gesturally driven user intention and Al-generated
musical resources utilizing a weighted probability
distribution that balances user input and musical
experience gained over time. Recent developments
within machine-generated musical methods have
yielded promising outcomes for complex musical
expression, simulating sophisticated musical output
while retaining characteristic musical elements of a
certain genre and offering manipulation and exploration
functions (Ferreira et al., 2023). The folk musical
pattern recognition module compares output strings
with predetermined folk musical elements, namely
melodic phrases and harmonic structures of target folk
music, and enhances stylistically appropriate musical
output through constraint optimization techniques.

The generation mechanism involves probabilistic
sampling, thereby enabling variation that is consistent
with the structural and stylistic constraints typical of
varied folk music traditions and ensuring that, through
constraint optimization, user interaction patterns
facilitate refinement of generation parameters that
remain consistent with or adhere to the constraint of
retaining the culture and emotion inherent in folk music
expressions as manifested through varied regional folk
music traditions of diverse cultures worldwide.

2.4. System Integration and Optimization
Strategies

System integration techniques enable harmonious
coordination of gesture recognition, computer vision
processing, and folk music generation systems, as
they support natural, real-time functionality and user
comfort during musical composition tasks. System
integration helps address complex challenges in
coordinating modeling tasks that involve numerous
scales, thereby ensuring system responses remain
natural and musical, especially during extended
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Fig. 3. Artificial intelligence-collaborative folk music generation workflow

performances. To illustrate the system complexity
involved in coordinating these systems, particularly
during musical composition tasks, system integration
techniques and optimization procedures are detailed in
Table 2.

Table 2 presents the technical specifications that
have a prominent role in inter-module interaction,
time synchronization, and resource allocation methods
required for maintaining stable real-time processing,
where a central processing unit (CPU) load of 75%
was identified by stress testing, while keeping a
folk pattern cache of 128 MB, which is more than
enough for storing regularly accessed melodic
phrases and harmonic structures of folk music from
varied regional communities, without risk of memory
overflow. In addition, this optimizing framework
embeds sophisticated resource allocation methods that
allocate processing resources based on system loads,
interaction, and musical complexity, thereby ensuring
stable system processing and minimizing the impact of
hardware and musical processing complexities.

Real-time synchronization system
implementation uses techniques based on concepts
of fractional-order synchronization methods and lag
synchronization, harmoniously combining audio
quality and latency problems for prolonged musical
cooperation tasks and operations. In addition, based on
theoretical hypotheses of non-linear optimal control
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methods, this system adjusts buffer and processing
priority control based on time variations and processing
operations, implementing optimal controls for time-
aligned gesture input synchronization for multiuser
cooperation, thereby addressing control problems
arising due to system responses below sub-100 ms
processing tasks that result from system control
restrictions.

Audio visualization systems have shown
potential and practical implementation for presenting
significant system responses based on musical inputs,
demonstrating potential applications for advanced
musical interface development (Graf et al., 2021).
The system adopts load-balancing techniques that
rebalance processing loads based on system processing
and available hardware resources, strictly adhering to
the time constraints essential for musical tasks and

operations.
The integration framework incorporates
intelligent caching methods for common folk

musical patterns and gestural modeling that can
reduce the computational complexity required for
managing tasks within a processing environment
operating in a real-time environment. The calibration
procedures facilitate automatic adjustment based on
varied hardware settings and musical environments
through standardized approaches that verify system
functionality and determine appropriate system
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configuration settings for different musical application
environments. The error handling methods integrate
recovery techniques that maintain system functionality
and musical continuity during rigorous musical
interaction processing, thereby ensuring consistent
high-quality functionality of the Al-collaborative folk
music composition system despite varied application
environments and system settings.

3. Results

3.1. Experimental Environment and Dataset
Construction

The comprehensive evaluation of the proposed
Al-collaborative folk music composition system
required establishing a robust experimental
infrastructure capable of supporting real-time gesture
recognition and music generation processes while
maintaining the stringent performance requirements
essential for interactive creative applications. The
experimental platform design addressed the complex
computational demands associated with simultaneous
computer vision processing, neural network inference,
and audio synthesis operations that characterize the
integrated system architecture. To provide detailed
specifications of the computational resources and
system configuration employed throughout the
experimental validation process, Table 3 presents
the complete hardware configuration and associated
technical specifications.

Table 3 presents the complex hardware
architecture of the real-time Al-collaborative folk
music composition system, particularly the parallel
processing requirements for gesture recognition and
music generation occurring simultaneously. The
experimental environment was designed such that
the neural network computations were accelerated by
high-performance graphics processing units, while the

audio synthesis and real-time interaction management
were managed through semi-dedicated modules,
providing fluid behavior over long collaborative music
creation sessions.

For the dataset, the integration process gathered
data from major public resources (using the Nottingham
dataset as its core), augmented by Irish traditional tunes
and additional purpose-recorded materials, thereby
ensuring that melodic, harmonic, and rhythmic content
appropriate for gesture-based interaction research
was sufficiently represented. Table 4 provides details
about the dataset sources, technical formats, and data
distribution of the curated folk music dataset, which
was used for system training and evaluation.

Table 4 presents the multicultural composition
of the folk music dataset, which encompasses
Western traditions (Nottingham Dataset with English
and American materials), Celtic traditions (Irish
traditional corpus), and Eastern traditions (Chinese
folk music recordings). This composition enables
the generation algorithms to leverage cross-cultural
structural commonalities while preserving regional
stylistic characteristics, ensuring adequate sample
sizes for effective neural network training and
comprehensive system evaluation across multiple
folk music styles.

To facilitate easier collection and annotation
of gesture data, the proposed framework implements
structured procedures for the collection and
classification of distinct expressions and performances
of hand gestures based on folk music composition
structures made available through public datasets.
To annotate these gestures, this framework requires
input from musical experts on gestural intention
accuracy and musical parameters, thereby producing
a specialized database of gestural-musical links
based on valid folk music composition structures that
are essential for implementing gestural recognition

Table 3. Experimental hardware platform configuration and specifications

Component category Specification Model/configuration Performance notes

CPU Intel Core 17-12700K 12 cores (8P+4E), 3.6-5.0 GHz Real-time processing

GPU NVIDIA RTX 4070 12GB GDDR6X, 5888 CUDA cores | Neural network acceleration
System memory 32 GB DDR4 3200 MHz, dual channel Pre-allocated buffers

Storage 1TB NVMe SSD

PCle 4.0, 5,500 MB/s read

Dataset storage

Audio interface Focusrite Scarlett 2i2

24-bit/192kHz, 2.5ms latency

Professional audio input/output

Depth camera Azure Kinect DK

IMP depth, 30 fps, 0.5-3.86 m range | Gesture capture

Operating system Ubuntu 22.04 LTS

Real-time kernel patch

Real-time scheduling support

Development
framework

CUDA 12.1, PyTorch 2.0 | Python 3.10 environment

Artificial intelligence model
inference

Audio processing JACK Audio Server

128 sample buffer, 48 kHz

Low-latency audio

Mewmory allocation 512MB dedicated

Ring buffers+cache pools

Static allocation strategy

Abbreviations: CPU: Central processing unit; CUDA: Compute unified device architecture; GPU: Graphics processing unit.
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and interpretation algorithms accordingly. Table 5
provides the gestural data collection and the associated
annotation framework that enables accurate gestural
interpretations for folk music performances.

Table 5 presents the strategy used for gestural
expression collection and classification based on
several example pieces of public folk music datasets,
demonstrating the focused nature of this annotation
strategy and the required number of training examples
for optimal gesture classification accuracy. The
collection strategy included diverse participants,
such as experienced musicians and music students,
to enhance system generalizability based on different

interaction behavior patterns typically observed in
gestural music interaction tasks.

3.2. Gesture Recognition Performance Evaluation

To ascertain the efficacy of computer vision
approaches for gesture recognition and classification,
the system developed using computer vision
techniques was tested rigorously to evaluate its
performance in recognizing and classifying musical
gestures effectively in a real-time environment for
musical composition tasks. Moreover, given the
requirement for rigorous testing of gesture expressions

Table 4. Folk music dataset composition and regional distribution statistics

Dataset source Compositions | Duration (hours) | Music format Key features

Nottingham dataset 1,200 42.3 ABC notation English/American folk music, MIDI
available

Irish traditional corpus 287 18.7 Audio+annotations | Celtic folk, detailed onset labels

Self-recorded folk songs 156 8.9 WAV-+MIDI Chinese folk music, gesture-optimized

Total dataset 1,643 69.9 Mixed formats Multicultural folk music

Training set 1,150 (70%) 48.9 - Al model training

Validation set 247 (15%) 10.5 - Hyperparameter tuning

Test set 246 (15%) 10.5 - Final evaluation

Abbreviations: Al: Artificial intelligence; MIDI: Musical instrument digital interface; WAV: Waveform audio file format.

Table 5. Gesture data collection framework and annotation statistics

Collection
category

Parameter

Specification

Details

Data collection
approach

Reference music source

Nottingham and Irish datasets

Participants gesture to the public dataset songs

Selected compositions 387 songs Subset chosen for gesture recording
Recording mode Listen and conduct Real-time gesturing while hearing music
Gesture types captured 12 folk music categories Tempo, dynamics, phrasing, melodic indication
Participant Expert musicians 18 Folk music performers/conductors
demographics | e students 29 Advanced undergraduate/graduate
Age range 20-58 years Diverse experience levels
Gender distribution 24 female, 23 male Balanced participation
Recording Total sessions 94 3-4 songs per session
sessions Session duration 52 min (average) Including calibration and breaks
Gesture samples collected | 6,834 Multiple takes per song
Successfully tracked 6,127 (89.7%) Clean depth tracking data
Annotation Music-gesture mapping Song-specific annotations Link gestures to musical features
framework

Expert annotators

4

Folk music and gesture specialists

Gesture-music parameters

723 validated mappings

Tempo, dynamics, phrase boundaries

Inter-annotator agreement

0.73 (k)

Substantial agreement level

Quality control

Rejected samples

707 (10.3%)

Poor tracking or unclear intent

Validation subset

1,025 samples (15%)

Cross-validation testing

Average annotation time

4.1 min/sample

Manual verification process

Gesture sequence length

1.2-5.8s

Based on musical phrases
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that are associated with folk music, and the necessity
for these tests to be conducted within strict time
parameters essential for efficient artistic composition,
Fig. 4 shows the results of gestural accuracy and real-
time processing capability analysis for this system
developed using computer vision techniques.

Based on Fig. 4A, the findings reveal that strong
gesture recognition accuracy was observed for 12
folk music gesture classes, achieving classification
accuracies of between 83.7% and 94.2%, with an
average of 88.9%. Tempo control and dynamic gestures
demonstrate significantly high accuracy, thereby
supporting computer vision technology as an effective
method for recognizing musical gestural expressions in
folk music performance. In Fig. 4B, superior real-time
processing was observed, achieving a total latency of
23.4 ms, which is lower than the target of 28.0 ms. All
processing components performed below the target,
thereby confirming effective system optimization for
gesture-enabled folk music interaction.

Temporal analysis of system performance
parameters, based on differing levels of computation
and interaction intensity, verified its ability to sustain
stable levels of accuracy and response time over
extended musical composition sessions driven by
user gestural input. Evaluation of system performance
indicated successful fulfillment ofthe design parameters
established for gestural interaction, maintaining
acceptable processing delays and sustaining sufficient
accuracy levels for meaningful user musical intent
identification based on gestural input interaction
within a musical composition environment.

3.3. Folk Music Generation Quality Evaluation

The Al-mediated folk music generation
framework was quality-tested for the efficacy of the
customized neural architectures and culture-specific
appropriation mechanisms designed to generate
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Recognition accuracy (%)

«»"

" b‘

0\\0’ o”
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Folk music gesture categories

Processing latency (ms)

traditional folk music based on real-time gestural input.
The evaluation technique, which combined objective
musical analysis and subjective assessment conducted
by renowned music experts, enabled the generated
music to be examined from multiple viewpoints of
musical quality and cultural authenticity.

The subjective assessment employed six expert
musicians specializing in folk music traditions (two
experts each for Western, Celtic, and Eastern folk
music) who independently evaluated 120 generated
compositions using structured rubrics covering
melodic coherence (e.g., phrase structure, interval
appropriateness, modal consistency), harmonic
adherence (e.g., chord progression authenticity, voice
leading conventions), rhythmic appropriateness (e.g.,
meter consistency, pattern authenticity, temporal
accuracy), cultural authenticity (e.g., stylistic fidelity,
ornamentation accuracy, traditional form adherence),
and gestural responsiveness (e.g., correspondence
between gestural input and musical output parameters),
with each dimension rated on a calibrated 10-point
Likert scales anchored by descriptive criteria.

Inter-rater reliability analysis across all subjective
dimensions yielded substantial agreement, with Fleiss’
K-coefficient of 0.71 (p<0.001), comparable to the
gesture annotation agreement of ¥ = 0.73 reported
in Table 5, confirming consistent expert judgment
throughout the evaluation process. The evaluation
framework tested aspects of melodic cohesion,
harmonic adherence, rhythmic suitability, and overall
cultural suitability, and was based on assessing the
system’s and user’s responsiveness to collaborative
gestural input and user creative intentions. The detailed
analysis results in Fig. 5 illustrate the quality and cultural
authenticity features of the Al-collaborative folk music
generation system across various regional folk music
styles and collaborative interaction scenarios.

Fig. 5A validates the Al-collaborative folk music
generation quality across five dimensions, achieving
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Abbreviation: Al: Artificial intelligence

scores of 6.9-8.1 (expert assessment) and 7.3-8.2
(objective analysis). Superior performance in rhythmic
appropriateness (8.1) and gestural responsiveness (7.5)
demonstrates effective integration of real-time gesture
recognition with folk music generation algorithms.

Fig. 5B confirms cultural authenticity
preservation across regional folk styles, with English
(8.3 £ 0.8) and Irish (8.1 £ 0.9) traditional music
achieving the highest authenticity scores, reflecting
the predominant representation of Western and Celtic
materials in the training dataset. In contrast, Chinese
folk music (7.4 £ 1.3) demonstrates effective transfer
learning despite constituting a smaller proportion of
the training data. Mixed-style compositions (6.8 =+
1.5) present greater variability, indicating expected
challenges in cross-cultural folk music synthesis when
integrating stylistic elements from multiple distinct
traditions.
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Fig. 5C demonstrates significant improvements in
collaborative effectiveness based on assessments from
24 participants across 15 collaborative composition
sessions, with user satisfaction increasing by 31%
(from 6.2 to 8.1) and musical coherence improving by
28% (from 6.5 to 8.3). Enhanced creative control and
system adaptability validate the gesture-based human—
Al collaborative framework’s effectiveness in folk
music creation contexts.

3.4. System Overall Performance Testing

Comprehensive system integration was subjected
to rigorous performance testing and validation of its
ability, through this real-time interaction paradigm,
to facilitate smooth cooperation between human
creative input and Al-supported folk music generation
capabilities. Performance testing was conducted


https://dx.doi.org/10.6977/IJoSI.202512_9(6).000X

DOI: 10.6977/1J0S1.202512_9(6).0004

Q. Liu & T.I. Tajuddin/Int. J. Systematic Innovation, 9(6), 44-62 (2025)

through system evaluation methods that focused on
end-to-end system behavior and performance during
complete instances of human—system interaction
for collaborative music composition, while also
monitoring resource consumption and system
response during prolonged interaction sessions.
Performance testing of this system was based on its
ability to maintain system stability, system response,
and integrity of creative tasks and interaction as the
system operates under varying system and interaction
settings, as shown in Fig. 6.

Fig. 6A confirms the capability of the real-time
interactive framework, with average end-to-end latency
of 86.8 ms (realistic baseline scenario) and 91.6 ms
(collaborative sessions), all remaining below the 100 ms
bounds, ensuring efficient system behavior for folk music
creation via gesture interactions. Fig. 6B shows system
performance degradation under increased system loads,
with total system latency ranging from 87.3—149.2 ms
as more concurrent users connect to the system. Gesture
processing latency ranges 21.2-58.3 ms, and music
generation latency ranges 34.5-82.4 ms, remaining
below 100 ms under moderate system loads. Fig. 6C
shows optimal resource consumption of CPU (49.5%),

memory (62.8%), and graphics processing unit (59.2%)
resources during a collaborative scenario. Resource
fluctuations reflect the adaptive control mechanisms
dynamically modulating computational priorities in
response to system load variations, contributing to
consistent 88.9% gesture recognition accuracy and sub-
100 ms latency maintenance while managing temporal
coordination in multiuser scenarios.

Performance evaluation of system integration
demonstrated efficient coordination of gesture
recognition, music generation, and audio synthesis
components, achieved through balanced resource
distribution and synchronization of time during the
composition process. The experimental outcomes
confirm that the optimization techniques developed
for efficient resource and performance management,
despite varying system loads, are effective and
applicable for folk music composition tasks.

3.5. Ablation Study and Module Contribution
Analysis

To this end, the ablation study and comparison
of system performances focused on evaluating
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Fig. 6. Real-time interactive framework end-to-end performance during collaborative sessions. (A) End-to-end
system latency over time. (B) System performance under varying load conditions. (C) System resource utilization
during collaborative sessions
Abbreviations: Avg: Average; CPU: Central processing unit; GPU: Graphics processing unit
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individual system components and justifying the
architectural choices made during the development
and implementation of the Al-collaborative folk
music composition system. Based on experimental
considerations, system performances were evaluated
for each individual system module when turned off or
modified to identify their respective contributions and
potential optimization opportunities for future system
development.

Table 6 highlights the system ablation study
and performance comparisons, emphasizing the
contribution of individual system components and the
performance advantages of the proposed integrated
system framework compared with other Al-based
music composition systems currently available.

Table 6 presents the contribution of the major
system components and the superior performance of
the complete framework compared to the independent
subsystems. The ablation study reveals the essential
roles of the gesture-music parameter mapping
procedures and cultural authenticity preservation
principles in producing high-quality collaborative
folk music, and validates the effectiveness of the real-
time optimization strategies in achieving consistent
performance under a wide range of operational settings.

Comparison studies with other baseline Al
music generation systems indicated that the proposed
framework is more efficient than other methods currently
available. These methods include: (i) Standard musical
instrument digital interface generation using rule-based
Al compositional techniques based on predefined chord
and melody templates; (ii) Generic Al music systems
employing GPT-2 Al architectures fine-tuned with
autoregressive techniques and large musical instrument
digital interface datasets; (iii) Rule-based folk generators
applying folk music pattern matching algorithms based
on constraint satisfaction; and (iv) Motion-to-music

systems utilizing gesture recognition techniques based
on optical flow and hidden Markov models for mapping
music parameters and motion gestures. All comparisons
indicate that the proposed framework efficiently supports
gesture-based collaborative folk music creation while
preserving cultural and emotional expression inherent
in traditional folk music.

4. Discussion

The findings reveal that the proposed
Al-collaborative folk music composition system
achieves substantial advances in gesture-based music
interaction with cultural specificity and real-time
responsiveness. The gesture recognition accuracy of
88.9% and processing latency of 23.4 ms represent a
significant improvement over previous motion-based
collaborative systems, which report recognition rates
between 75% and 85% and latencies exceeding 120 ms
(Bian et al., 2023). In contrast, the end-to-end latency of
86.8-91.6 ms during collaborative sessions outperforms
existing gesture-based music systems, which typically
require 150-200 ms response times for comparable
musical complexity. The fusion of computer vision-
based gesture recognition with folk music generation
algorithms addresses deficiencies observed in previous
research, where gesture-to-music mapping lacked the
subtlety required for producing authentic, context-
specific musical gestures (Gao et al., 2024).

The human—Al collaborative performances
achieved promising performance gains over state-
of-the-art human—AI musical interaction platforms.
The proposed framework achieved an average user
satisfaction score of 7.8 and musical coherence
improvement of 28%, outperforming those reported
in recent Al-driven music generation systems, which
report modest acceptability levels ranging from 6.2 to

Table 6. Ablation study results and comparative system performance analysis

System configuration Gesture Music Cultural End-to-end User
recognition generation authenticity latency (ms) satisfaction
accuracy (%) quality (1-10) (1-10) (1-10)
Complete system 88.9 7.4 7.6 91.6 7.8
W/o gesture recognition - 7.1 73 52.8 6.9
W/o folk music constraints 88.4 6.8 6.4 89.2 7.1
W/o collaborative decision 87.6 6.9 7.2 96.3 7.3
W/o real-time optimization 84.2 7.0 7.4 128.7 6.8
W/o cultural authenticity 88.7 7.2 5.8 90.4 7.2
Comparative baselines
Standard MIDI generation - 6.2 5.1 68.4 6.3
Generic Al music (GPT-based) - 6.8 5.7 156.3 6.7
Rule-based folk generator - 5.9 6.9 47.2 6.1
Motion-to-music (existing) 79.3 6.4 6.2 118.5 6.8

Abbreviations: Al: Artificial intelligence; MIDI: Musical instrument digital interface; W/o: Without.
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7.1 on similar scales (Vear et al., 2023). This richer
form of collaboration was made possible by the specific
folk music constraints and real-time gestural response,
which provide a more intuitive way of controlling the
creative process than language-based or conventional
interface designs (Borovik & Viro, 2023). The
system’s focus on maintaining cultural truthfulness,
complemented by gestural interaction, addresses these
critically needed gaps in many current collaborative
performance technologies, which tend to emphasize
computational functioning over cultural sensitivity
and artistic validity. Statistical analysis using paired
t-tests with 24 participants confirms the significance
of performance improvements, with user satisfaction
gains (¢ = 4.82, p<0.001) and musical coherence
improvements (¢ = 5.13, p<0.001) demonstrating
statistically significant differences compared to
baseline approaches across all experimental conditions.

The fine-grained real-time properties obtained
using the included framework demonstrate significant
advances in system responsiveness and scalability
compared with existing approaches. The end-to-end
latency (86.8-91.6 ms) during collaborative modes is also
significantly lower than that of the exemplary gesture-
based music systems, which report latencies exceeding
120 ms and lack support for concurrent users (Krol et al.,
2025). The multiuser capability supporting up to eight
concurrent participants addresses practical scenarios,
including collaborative composition workshops where
multiple musicians contribute simultaneous gestural input
to co-create folk music pieces, educational environments
enabling instructor—student collaborative performance
demonstrations, and ensemble performance settings
where distributed gestural control facilitates coordinated
musical expression across multiple performers. The
successful integration of the gesture recognition, music
generation, and audio synthesis components at sub-
100 ms response times highlights the effectiveness of
the optimization strategies for resource management and
time synchronization. Recent studies of collaborative
co-creation processes with Al underscore the crucial role
of seamless interaction timing in sustaining the fluidity
of creative processes, thereby supporting the relevance of
the obtained performance improvements (Fu et al., 2025).

The results of cultural authenticity preservation
address long-standing problems of Al-assisted folk
music creation, thereby making it more practical
for generative systems to be employed in traditional
musical environments. The achieved scores of 7.6—
8.3 represent substantial improvements over rule-
based and general Al-based generation approaches
while retaining authentic stylistic properties that
general Al music generation methods often struggle
to preserve (Lee et al., 2025). The dedicated neural
structures  and  constraint-based  optimization
processes used to maintain folk music traditions while
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reacting to co-creative input constitute novel and
methodologically relevant contributions to culturally
informed music generation systems. Specifically,
the gesture recognition subsystem employs a hybrid
convolutional neural network—long  short-term
memory architecture with three convolutional layers
for spatial feature extraction and two long short-term
memory layers with 128 hidden units for temporal
modeling, achieving the required 23.4 ms processing
latency. In contrast, the folk music generation network
utilizes transformer-based self-attention mechanisms,
enabling parallel processing of musical sequences
with constraint-weighted loss functions that penalize
deviations from traditional folk music characteristics,
thereby balancing generation flexibility with stylistic
fidelity across multiple regional traditions.

However, the ablation study confirmed the
distinctiveness of the advantages achieved compared
to existing Al music generation approaches. The recent
development of multiple approaches to collaborative
artistic creation through human—Al interaction has
shown notable performance improvements in most
creative domains. However, the challenges inherent in
folk music composition, together with real-time gestural
interaction, were not investigated in any of these recent
studies (Huang et al., 2025). The performance results
obtained in this comparative analysis in terms of cultural
authenticity preservation, gesture responsiveness, and
effectiveness of collaboration demonstrate the validity
of the architectural specialization decisions, along
with the optimization strategies developed for this
specific use case. Recent research on Al-driven music
visualization systems has shown the importance of
meaningful audio-responsive interactions, reflecting
the significance of the achieved improvement in
gestural mapping and musical parameter manipulation.

The ablation study performed for system
features further confirmed that each component is
critically important, and its interaction is synergistic.
In cases where parts of the proposed system were
disabled, performance significantly decreased, thereby
reconfirming the importance of fully integrated
operation in maintaining optimal creation finesse. This
finding provides valuable insight for the development
of other multimodal human—AlI interaction systems
and culturally sensitive creative technologies in
identifying further advancement opportunities.

The incorporation of adaptive control
approaches based on concepts of non-linear systems
theory is a methodologically pertinent contribution
toward addressing fundamental challenges inherent
to human—AI co-work processes operating within
uncertain environments. However, the application
of adaptability and synchronization methods based
on lag compensation techniques finds more practical
application within multiuser co-working contexts, as
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a lack of synchronization may pose potential risks
of distortion within musical performances. Future
studies may explore fractional-order adaptability
modeling, potentially more attuned and focused on
modeling nuanced gesture performances that are
characteristic of musical expressiveness, and the
adoption of reinforcement learning networks that
adapt policies based on cumulative user interaction
experiences, allowing adaptability profiles more
attuned and sensitive to individual user performances.
These proposed adaptability techniques, apart from
improving the efficiency of gesture support in musical
composition software, may provide a model platform
for human—AlI co-working focused on more culturally
pertinent, creatively generative application software
that requires a confluence of aplomb, timeliness, and
fidelity toward more basic, uncompromised musical
traditions. The composition of the training dataset used
in this study, spanning about 90.5% of Western—Celtic
folk, was based on considerations of accessibility and
the availability of improved and legitimate datasets of
traditional music, while purposefully demonstrating
adequate cross-cultural applicability for generating
software components.

5. Conclusion

This study successfully demonstrated the
development and validation of an Al-assisted folk
music composition system combining computer
vision-based gesture recognition techniques and
region-specific folk music algorithms for Western,
Celtic, and Eastern folk music traditions. It achieved
a remarkable gesture recognition accuracy of 88.9%
for 12 folk music gesture classifications, along with a
processing delay of only 23.4 ms, thereby facilitating
smooth and continuous interaction between human
creative expressions and Al-driven musical responses.
The validation results of this system demonstrate
its effectiveness in preserving regional folk music
authenticity, achieving ratings of 7.6-8.3, as well as
its application for co-creative music composition, with
a rating of 7.8 and a 28% improvement in musical
coherence compared to other methods. Its overall end-
to-end processing delays remain within 86.8-91.6 ms,
while supporting simultaneous interaction with up to
eight users, thereby supporting its designed framework
and optimization techniques for managing multiple Al
computing resources.

This study contributes to addressing the
fundamental issues of culturally aware Al applications
and human—computer cooperation for creative activities
concerning traditional music settings. The specialized
neural systems and constraint-based optimization
methods developed for these tasks have made
considerable progress toward enabling more flexible
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and gesturally responsive creative performances
while also supporting the retention of characteristic
stylistic expressions across each tradition of folk
music explored. Validation of performance parameters
indicates that this system has considerable potential
for application in educational or artistic-performance
contexts and represents a valuable contribution to
human—computer interaction systems for creative
applications, as well as to culturally aware Al systems.
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Abstract

As engineering systems accumulate increasing layers of functional, structural, and behavioral complexity, the ability to
guide their evolution with coherent, theory-driven frameworks has become essential. This paper presents a cyclical theory
of inventive problem solving (TRIZ)-based roadmap for the evolution of brushless direct current (BLDC) motors, guiding
development from short-term corrective actions to long-term transformative strategies. The approach structures action
into three coupled cycles that respectively prioritize rapid technical remedies, system-level contradiction resolution, and
strategic system transition, enabling engineers to align interventions with the maturity and scope of each design challenge.
It fuses core TRIZ instruments with the trends of engineering system evolution to couple contradiction handling with
forward trajectories of system ideality. Applied to automotive BLDC applications, the method organizes recurrent issues
such as acoustic anomalies, modal coupling, thermal stress, and control-layout interactions into an actionable roadmap
that scales from quick design adjustments to modular, artificial intelligence-enabled capabilities. Experimental validation
confirms the method’s practical impact: acoustic noise in the H24 configuration decreased by approximately 13%, modal
vibration in the H8 case reduced by nearly 28%, and rotational imbalance amplitude in the rotor—yoke assembly dropped
by around 55% after structural and dynamic optimization. The resulting framework is both prescriptive and extensible,
guiding short-term fixes without foreclosing mid-term harmonization or long-term transformation, and generalizes to
electromechanical product families that must balance cost, noise, durability, and intelligence under evolving requirements.

Keywords: Brushless Direct Current Motors, Cyclical Theory of Inventive Problem Solving, Roadmapping, Trends
of Engineering System Evolution

1. Introduction To address such recurrent and multifaceted
problems, this study applies the cyclical theory of

Brushless direct current (BLDC) motors have £ ) ;
inventive problem solving (TRIZ) framework (Altun,

become a standard choice for automotive heating,

ventilation, and air conditioning (HVAC) applications due 2025), amethodology inspired by the Mayan calendar’s
to their compact size, energy efficiency, and low acoustic cyclical view of time. The framework organizes
output (Mohanraj et al., 2022; Shao, 2006). Over successive innovation efforts into three interlinked cycles (as
product generations, manufacturers have enhanced these illustrated in Fig. 1): Tzolk’in (short-term), focused
motors to satisfy increasingly stringent cost, noise, and on rapid technical corrections; Haab (mid-term),
safety targets. Nevertheless, persistent technical challenges aimed at resolving deeper system-level contradictions;
remain, including tonal noise, vibration, thermal stress, and Long Count (long-term), dedicated to strategic
and printed circuit board assembly (PCBa) fatigue transformation and future-proofing.

(Singh, 2024). These issues frequently co-occur, and This structure integrates classical TRIZ
their interdependencies make them resistant to resolution instruments  (Altshuller, 1984; Altshuller, 1996;
through isolated, short-term fixes. Sheu & Lee, 2011; Sheu et al., 2020) with Trends
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“Haab”
(Mid-term)

Harmonization
System adjustment and
contradiction resolution

Adaptation
Quick improvements and
immediate resource
optimization

“Long Count”
(Long-term)

Transformation
Strategic evolution and
structural transformation

System transfer
System transition

Fig. 1. An overview of the Mayan calendar inspired cyclical TRIZ. Reprinted from Altun (2025)
Abbreviations: Func.: Functionality; STDI: Space, time, domain, and interface; TRIZ: Theory of
Inventive Problem Solving

of Engineering System Evolution (TESE) (Ghane
et al., 2022; Sheu & Chiu, 2017) to form a roadmap
that links present design adjustments with long-term
technological trajectories.

Short-term interventions remain essential for
keeping products competitive, especially in the
automotive industry, as highlighted by Cakmak
et al. (2021). However, addressing only immediate
symptoms often fails to eliminate the root causes.
For example, modifying a component’s geometry
may temporarily reduce noise, but without resolving
underlying resonance issues, similar problems may
reappear in subsequent generations. On the other
hand, long-term innovation requires anticipating
changes in both technology and user requirements,
such as the need for enhanced cooling strategies
when future BLDC designs demand higher power
densities.

The cyclical TRIZ model provides a structured
and repeatable process for aligning solution strategies
with  appropriate time horizons. Incremental
modifications are assigned to the short-term cycle,
systemic redesigns to the mid-term, and transformative
innovations to the long-term. Importantly, each cycle
builds upon the lessons of the previous one, enabling
cumulative learning and guided product evolution
rather than reactive troubleshooting.

In this work, the cyclical TRIZ model is applied
to the evolution of automotive BLDC motors.
Using empirical performance data and historical
design modifications, we demonstrate how technical
challenges can be mapped to the three innovation
cycles, creating a forward-looking roadmap, a
TRIZ-aided augmented technology roadmap
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(Altun & Babayev, 2023), for sustainable product
development.

The remainder of the paper is organized as
follows: Section 2 reviews the functional architecture
and evolutionary trends of BLDC motors. Section 3
outlines persistent performance challenges. Section
4 presents the application of cyclical TRIZ to map
these challenges across short-, mid-, and long-term
innovation cycles. Section 5 discusses the practical
implications for engineering problem-solving. Finally,
Section 6 concludes with reflections on the method’s
role in supporting sustainable and strategically aligned
innovation.

2. Functional Evolution of BLDC Motors

Brushless DC motors transform electrical input
into rotational motion through electronic commutation,
eliminating the need for mechanical brushes. In
automotive HVAC applications (Ganesan et al., 2018;
D.W. Lee, 2014; D.H. Lee, 2024; Ravineala et al.,
2025), they primarily drive blower fans for heating,
cooling, and ventilation. Their compact form factor,
high energy efficiency, precise speed regulation, and
extended operational life make them an industry
standard for climate control systems.

A conventional BLDC motor comprises three
primary subsystems: a stator with copper windings;
a rotor containing permanent magnets; and a PCBa
responsible for control, commutation, and feedback
functions. They are complemented by auxiliary
components (e.g., heat sinks, motor brackets, and
fan wheels), which together form the complete
electromechanical assembly (Fig. 2).
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Design improvements have been implemented
across several product generations (Gen 1, Gen
2, & Gen 3), with each iteration targeting specific
performance  objectives, including  acoustic
optimization, thermal management, structural
robustness, and the integration of intelligent control
features. Evolutionary changes are illustrated in
Table 1, where successive redesigns demonstrate
weight optimization for rotational balance, rotor—
yoke reconfigurations to mitigate modal resonance,
and PCBa layouts engineered for improved thermal
dissipation and mechanical stress tolerance.

These generational transitions (Fig. 3)
correspond to established trajectories described in

Stator assembly Deflector

TESE (Ghane et al., 2022), where technical systems
advance by minimizing structural complexity,
enhancing multifunctionality, and embedding adaptive
intelligence.

3. Current Challenges in BLDC Motors

Despite successive design improvements, BLDC
motors used in automotive HVAC systems continue
to exhibit a set of recurring technical issues. These
unresolved problems affect acoustic performance,
mechanical stability, and long-term durability. The
most critical cases identified in our analysis are
summarized as follows:

Heatsink

Motor holder

Fig. 2. A typical brushless direct current motor and its main components
Abbreviation: PCBa: Printed circuit board assembly

Table 1. Brushless direct current motor generations

Component | Gen 1 (MEB) Gen 2 (MRA2) Gen 3 (BBG light) Key improvement

Motor holder | 123 g, basic 121.86 g, minor rib | 114.69 g, redesigned structure, | 7% lighter and structurally
structure, high optimization weight-optimized stiffened, improved modal
modal transmission isolation

Deflector 73.21 g, standard 73.21 g, no 53.6 g, reduced material, 27% mass reduction with
thickness structural change optimized ribs maintained rigidity

Heatsink 139.77 g, large and | 139.77 g, improved | 116.02 g, minimized geometry, | 17% lighter and approximately
imbalanced base centering improved modal frequency 15% higher modal frequency

Magnet Grade 7, 21.5 mm Grade 7, unchanged | Grade 9, 19.5 mm, better Higher magnetic grade and
height alignment, improved NHV approximately 9% acoustic

noise reduction

PCBa Classical layout, Redesigned layout, | InRush layout, thermally Improved thermal stability and
strain due to thermal | fixed screw torque robust, compact design lower mechanical stress
and torque

Abbreviations: BBG: Balanced brushless generation; MEB: Main engine bracket; MRA2: Motor revision architecture 2; NHV:

Noise, harshness, and vibration; PCBa: Printed circuit board assembly.
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H24 acoustic anomaly: Detected between
1,200 and 1,500 rpm (Fig. 4), this phenomenon
arises from structural resonance between the
heatsink and the plastic cover. The resulting
tonal noise occurs without noticeable vibration,
which prevents detection by conventional end-
of-line vibration sensors. Root cause analysis
identified the natural frequency of the cover
as the source of a hidden failure mode that
standard monitoring cannot detect. Additional
modal testing confirmed a peak response
around 1,360 rpm, corresponding to the cover’s
first bending mode. The implementation

of a decoupled interface and local stiffness
shifted

optimization the resonance to

Fig. 3. Component weight comparison across
generations

29.7 dB(A)

Sound Pressure Level [dB(A)]
N N NN N NN
w s U O N O O

N
N
T

1.36k rpm

1,460 rpm, reducing the acoustic peak from
29.7 to 25.9 dB(A). In TRIZ terms, this
represents a contradiction between functional
performance (mechanical operation remains
nominal) and measurement capability (acoustic
discomfort remains undetected)

H8 modal coupling: Observed at resonance
frequencies near 266 Hz and 320 Hz (Fig. 5),
this issue occurs when the rotor—yoke and fan
wheel exhibit overlapping natural frequencies,
resulting in structural mode coupling. The
modal alignment amplifies the vibratory and
acoustic response, as confirmed by hammer
test frequency response functions and run-up
order analysis. In the not okay configuration, a
tonal peak of 31.6 dB(A) was detected around
1,970 rpm, corresponding to the coupled
bending modes of the rotor—yoke and fan
wheel. After the design modification, which
introduced frequency separation and local
stiffness optimization, the resonance shifted
to 1,360 rpm, and the acoustic amplitude
decreased to 23.1 dB(A). In TRIZ terms,
this represents a contradiction in the space—
frequency domain, resolved through the
application of TRIZ’s separation and local
quality principles. According to TESE trends,
the improvement aligns with harmonization
and structural adaptation, enabling controlled

=~ NOK (before improvement)
e OK (after improvement)

25.9 dB(A)
1.46k rpm

1000 1100 1200 1300

Structural resonance
(heatsink-cover)

TRIZ - Porous materials
(damping layer)

1400
Speed (rpm)

High tonal noise
29.7 dB(A) @1.36k rpm

TRIZ - Parameter change

(frequency shift)

1500 1600 1700 _ 1800

Design improvement
Decoupled cover
25.9 dB(A) @1.46k rpm

TESE
Measurability &
Harmonization

Fig. 4. Acoustic anomaly mitigation diagram (H24) observed at 1,200—1,500 rpm under free-run test conditions
(fast Fourier transform-based noise analysis)
Abbreviations: NOK: Not okay; OK: Okay
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modal decoupling and reduced vibratory
amplification

Rotor—yoke mass imbalance: Arising from
asymmetric mass distribution between the
rotor and yoke (Fig. 6), this defect generates an
unbalanced centrifugal force during rotation,
leading to a first-order (1x) vibration component.

The induced dynamic imbalance amplifies
the modal response of the rotor—stator assembly,
becoming especially pronounced under transient
acceleration conditions. Vibration analysis confirmed a

dominant synchronous peak, indicating mass—moment
asymmetry rather than magnetic excitation. From a
TRIZ perspective, this represents a hidden resource
utilization problem, where the inertial distribution
of rotating parts can be re-engineered through two-
plane trim balancing and mass redistribution to restore
dynamic balance.

This approach reflects TRIZ’s pre-action and
parameter change principles, aligning with the TESE
trends of measurability and closed-loop control, to ensure
sustained rotational stability and vibration reduction.

é 30} === NOK (before improvement)
] = OK (after improvement)
— 28
[
3 30.6 dB(A)
= 26 F 1.93k rpm
L
b=}
2 24t
[
a X
< 22 22.9 dB(A)
5 1.32k rpm
& 20f  : , . . .
1200 1400 1600 1800 2000
Speed (rpm)
Modaloverla Amplified vibration & Design modification
P Noise —»  Frequency separation

(Rotor-yoke & fan wheel)

TRIZ - Separation principle
(Decoupling)

30.6 dB(A) @1.93k rpm

TRIZ - Local quality / Frequency

tuning

22.9 dB(A) @1.32k rpm

TESE
Harmonization &
Structural adaptation

Fig. 5. Modal coupling mitigation diagram (H8) observed through hammer test at 266320 Hz
Abbreviations: NOK: Not okay; OK: Okay

10¢
Qo = NOK (before improvement)
£ = OK (after improvement)
E 8 EOL limit 3.5 mm/s
- 6.6 mm/s @ 2.5k rpm
z
L2 6}
S
s
= 4f
E ........................................................................................................................
=
i 2t 3.0 mm/s @3.5k rpm
-

1000 1500 2000 2500 3000 3500
Speed (rpm)
Cause Effect Remedy

Asymmetric mass distribution —
(rotor vs yoke)

TRIZ - Pre-action
(trim balancing)

Increased 1x vibration and
modal amplification
(during run-up)

TRIZ - Parameter change
(mass & inertia)

—» Two-plane trim balancing
and mass redistribution

TESE
Measurability &
Closed-loop control

Fig. 6. Rotor—yoke mass imbalance measured through rotational dynamic test (displacement amplitude vs. speed)
Abbreviations: EOL: End of line; NOK: Not okay; OK: Okay
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These challenges underscore the limitations
of ad hoc corrective measures. Addressing them
effectively requires a system-level innovation roadmap
that coordinates short-, mid-, and long-term strategies.
In the next section, the cyclical TRIZ model is applied to
systematically align each problem with an appropriate
innovation horizon, ensuring that temporary fixes,
structural redesigns, and transformative upgrades are
all embedded within a coherent development plan.

4. Trends Driving BLDC Motor Evolution

The cyclical TRIZ organizes innovation into
three interlinked, time-bounded cycles, each aligned
with a different depth of intervention in the BLDC
motor evolution. This layered approach ensures that
immediate corrective actions, mid-term systemic
adjustments, and long-term transformative strategies
are developed in a coordinated manner, preventing
short-sighted optimizations from constraining future
advancements.

4.1. Tzolk’in: Short-term Adaptation

Focus: Rapid, low-cost technical improvements
that enhance current product performance without
altering the core architecture.

In the context of BLDC motors, short-term
adaptation addresses surface-level issues through
resource reconfiguration and operational fine-tuning.
Representative examples include (i) repositioning or
reshaping the heatsink to minimize contact-induced
resonance between structural components and
(i1) leveraging residual thermal energy to enhance
internal heat distribution without adding new cooling
hardware.

Such interventions align with TRIZ principles
of resource utilization and increasing ideality, thereby
maximizing performance gains with minimal structural
changes. Although these measures do not modify the
motor’s fundamental design, they directly improve
efficiency, acoustic quality, or reliability in the current
generation.

4.2. Haab: Mid-term Harmonization

Focus:  Resolving  deeper  system-level
contradictions by addressing interdependencies among
mechanical, thermal, and control subsystems.

Mid-term interventions balance competing
design targets through coordinated hardware—software
refinements. Examples relevant to BLDC development
include:

o Reconfiguring motor holder geometry to
conserve space without compromising thermal
dissipation pathways
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° Optimizing firmware parameters such as dead-
time adjustment to achieve a trade-off between
high switching speed (responsiveness) and
acceptable thermal load.

This stage applies TRIZ methodologies such
as contradiction resolution and space, time, domain,
and interface (STDI) analysis, ensuring that one
subsystem’s performance improvement does not
inadvertently degrade another. The aim is to achieve
harmonization, enabling the motor to meet conflicting
objectives (e.g., compactness vs. cooling capacity, and
dynamic responsiveness vs. thermal stability) without
recurring design compromises.

4.3. Long count: Long-term Transformation

Focus: Strategic innovation that redefines the
system’s operational paradigm, preparing it for future
demands and technology integration.

Long-term transformation in BLDC systems
extends beyond incremental improvements, aiming to
embed capabilities that anticipate market, regulatory,
and technological shifts. Notable directions include:

° Integrating artificial intelligence (Al)-driven
self-diagnostics for predictive maintenance and
early fault detection

e Designing modular mechanical architectures to
enable component reuse, rapid customization,
and straightforward upgrades

o Embedding intelligent control units capable
of real-time adaptation to changes in load,
environment, or user preference.

Here, TRIZ strategies such as system transition,
technology forecasting (aligned with TESE), and
feature transfer from adjacent technological domains
play a central role. These interventions ensure that
the BLDC motor is not merely reactive to current
requirements but is positioned to exploit emerging
opportunities (e.g., autonomous HVAC optimization,
energy-aware control algorithms, and integration into
vehicle-level smart grids).

4.4. Integration Across Cycles

By explicitly structuring problem-solving into
short-term adaptation, mid-term harmonization, and
long-term transformation, engineers can deploy the
most suitable TRIZ tools at the right moment. This
staged approach reduces the risk of “local fixes” that
later become barriers to systematic innovation. In the
next section, this framework is applied to a problem—
solution mapping, illustrating how the previously
identified BLDC challenges can be systematically
positioned within the appropriate innovation cycle for
maximum strategic impact.
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5. Discussion

The findings of this study demonstrate that the
evolution of BLDC motors can be effectively guided
when supported by a structured, time-segmented
innovation framework. The cyclical TRIZ model
facilitated the alignment of each identified problem
with an appropriate time horizon and solution depth,
ensuring that interventions were both contextually
relevant and strategically timed.

In the short-term (Tzolk’in) cycle, corrective
measures can be rapidly implemented through
localized design modifications, thereby avoiding the
cost and complexity of a full-system redesign. For
example:

° Repositioning the heatsink eliminated the
resonance responsible for the H24 acoustic
anomaly

e  Rechanneling residual heat enhanced thermal
distribution without additional components.

These adjustments, although not altering the
motor’s architecture, delivered immediate functional
gains within the constraints of limited time and
budget. They also represented practical applications
of TRIZ principles, resource utilization, and
increasing ideality.

In the mid-term (Haab) cycle, challenges of
higher systemic complexity required contradiction-
focused analysis and integrated hardware—software
solutions. Examples included:

e  Mitigating H8 modal coupling by structurally
decoupling rotor—fan interactions to prevent
modal resonance overlap

° Optimizing firmware parameters (e.g., dead-
time) to balance switching speed against thermal
stress accumulation.

Such measures demanded deeper analysis
using the contradiction matrix and STDI tools. They
addressed root-level trade-offs (e.g., compactness
vs. cooling efficiency or responsiveness vs. thermal
stability), thereby reducing the likelihood of problem
recurrence across product generations.

In the long-term (long count) cycle, certain
innovation targets required strategic  system
transformation rather than incremental refinement.
These forward-looking initiatives prepared the BLDC
motor platform for future operating contexts and
emerging technological landscapes. Representative
cases included:

o Integrating Al-driven fault detection to enable
predictive  diagnostics and  maintenance
scheduling

o Implementing modular design for cross-platform
reuse, upgradeability, and faster adaptation to
evolving customer needs.

Long-term solutions relied on TRIZ tools
such as system transition, technology forecasting
(aligned with TESE), and feature transfer from other
industries, enabling motors to evolve in parallel with
advancements in vehicle electrification, autonomous
control, and energy management systems.

The problem—solution mapping in Table 2
positions each BLDC challenge within its most
suitable innovation cycle. This mapping supports
engineering teams to prioritize actions based on
urgency, resource availability, and strategic impact.
Empirical observations from Gen 1 to Gen 3 BLDC
motors validate the model: as system architectures
advance, problem complexity increases, demanding
progressively more sophisticated innovation strategies.

Table 2 also embeds the correspondence between
TESE trends and representative TRIZ principles
observed in BLDC evolution. For example, the
TESE trend dynamization aligned with inventive
principle (IP)15-Dynamics as reflected by variable-
geometry heatsinks, increasing controllability related
to IP23-Feedback exemplified by Al-based torque
control, and harmonization of rhythms corresponded
to IP19-Periodic Action as illustrated by pulse width
modulation duty harmonization. These links clarify
how TESE trends manifest through specific TRIZ
principles within the proposed cyclical framework.

The cyclical segmentation proposed here could
also inform the evolution of control architectures. For

Table 2. The problem—solution map

TRIZ cycle | Focus area Relevant TESE trends BLDC applications
Tzolk’in Rapid, local * Increasing Ideality H24 acoustic anomaly: Repositioning heatsink and
(short-term) | technical * Resource Utilization decoupling cover interface to shift resonance from
optimization 1,360 rpm to 1,460 rpm and reduce noise by~13%.
Haab Resolving * Resolving Contradictions H8 modal coupling: Redesigning rotor—yoke and fan
(mid-term) system-level * Dynamization and interface to separate modal frequencies; achieving~28%
contradictions Adjustability vibration reduction and balanced frequency response.
Long count | Strategic system * System Transition Rotor—yoke imbalance: Implementing two-plane trim
(long-term) | transformation and | * Integration of Intelligence | balancing and mass redistribution; ~55% reduction in
foresight and Automation 1 xvibration amplitude and improved rotational stability.

Abbreviations: BLDC: Brushless direct current; TESE: Trends of engineering system evolution; TRIZ: Theory of inventive

problem solving.
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example, short-term cycles targeted parameter tuning
in fuzzy or adaptive controllers, mid-term cycles
addressed sensor-actuator coordination, and long-term
cycles integrated Al-driven diagnostics for predictive
adaptation. This alignment suggests that TRIZ-based
evolutionary mapping can complement adaptive
control research in guiding when and how structural or
algorithmic changes should occur.

Beyond traditional control-based optimization
methods, such as fuzzy, neural, or adaptive controllers
(Boulkroune et al., 2025; Rigatos et al., 2023; Zouari
et al., 2013), the cyclical TRIZ framework provides a
structural complement that focuses on how systems
evolve over time rather than how they stabilize under
uncertainty. While adaptive control techniques achieve
fast convergence and robust stability, the proposed
method organizes these improvements within short-,
mid-, and long-term innovation cycles, aligning
control performance with product-level evolution.

By shifting from isolated problem-solving to a
cyclical learning and adaptation loop, the framework
supports a balanced innovation portfolio enabling
short-term optimizations, mid-term harmonization, and
long-term transformation. Such a dynamic, iterative
process is critical in modern product development,
where design stability, cost efficiency, and technology
integration must co-evolve over time.

6. Conclusion

This study employed the cyclical TRIZ
framework for the evolution of BLDC motors,
structured across three sequential innovation horizons:
short-term corrective optimization, mid-term system
harmonization, and long-term strategic transformation.
It illustrates the means for temporal alignment of TRIZ
contradiction resolution and TESE evolutionary trends,
providing an ongoing self-adaptive pathway forward.

Three case studies were designed to provide
experiential validation of the approach. In each case
study, a volume-based calculation of functional
improvement was provided: in the H24 acoustic
anomaly, structural-acoustic decoupling of the
heatsink produced an approximate 13% reduction in
tonal noise. In the H8 modal coupling case, frequency
divergence was obtained, and stiffness was tuned to
achieve an approximately 28% reduction in vibration
amplitude. In the case of rotor—yoke imbalance, two-
plane trim balancing and mass repartition yielded a
55% reduction in 1x vibration amplitude.

These examples demonstrate that the timing and
scope of interventions, laid out within the Tzolk’in,
Haab, and Long Count cycles of time, are as critical as
the technical mechanisms themselves. The integration
of TRIZ principles, such as taking out, parameter
change, and separation, with TESE trends like
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dynamization and measurability provides a systematic
process that evolves from reactive correction toward
predictive intelligence.

Although the current validation was performed
on internal data focused on the automotive HVAC
BLDC motor platform, the cyclical framework has the
potential to scale to other electromechanical domains
(e.g., permanent magnet synchronous motor and
traction drives). Future work integrating multi-motor
datasets and a workshop experience with domain
experts—i.e., patent evolution studies—may allow the
cycle parameters to evolve iteratively and provide more
transparency on how TRIZ-TESE logic can effectively
inform real industry-related development processes.
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