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Abstract

Convolutional neural networks (CNNs) are widely used in computer vision for tasks like image classification and
detection. These models work well when the number of image classes is small, but as the number of classes increases,
accuracy tends to drop due to overfitting. There are several methods to address this issue, such as data augmentation,
preprocessing, class weighting, transfer learning, and adjusting technical parameters. This study introduces a novel
approach utilizing the theory of inventive problem-solving (TRIZ) methodology to systematically analyze and
enhance these existing methods. Using reverse engineering, we deconstructed current solutions and aligned them
with TRIZ principles to propose more innovative and effective approaches for improving CNN performance. The
results show that TRIZ provides a structured and creative framework for solving accuracy decline issues in CNN
models, offering the potential for broader applications in other machine learning architectures.

Keywords: Convolutional Neural Network, Image Classification, Reverse Engineering, Theory of Inventive Problem

Solving

1. Introduction

Convolutional neural networks (CNNs) are
widely used in computer vision tasks like image
classification due to their high performance in learning
patterns from data (LeCun et al., 2015). However, as
the number of classes in a dataset increases, model
accuracy tends to decrease. This drop in accuracy is
often caused by overfitting, where the model becomes
too specialized in the training data and struggles to
generalize to new, unseen data (Krizhevsky et al.,
2017). Solving this problem is critical for applications
that require accurate classification across many classes,
such as medical diagnosis, autonomous driving, and
facial recognition systems (Guo et al., 2019; Litjens
etal., 2017).

Several approaches have been proposed to
address this issue, including data augmentation,
preprocessing techniques, and transfer learning
(Shorten & Khoshgoftaar, 2019).

“Data augmentation,” for example, increases
the diversity of the training data by applying
transformations such as rotation, scaling, and flipping to

existing images. This approach has proven effective in
applications such as medical imaging, where obtaining
large datasets is difficult (Perez & Wang, 2017).

Traditional augmentation techniques, such as
rotation, flipping, and cropping, have been widely
used in image classification and segmentation tasks.
However, more innovative strategies are continuously
beingdevelopedtoenhance augmentationeffectiveness.
For instance, Alomar et al. (2023) introduced a new
“random local rotation” technique, which improves
data diversity while minimizing the boundary artifacts
commonly caused by traditional rotation methods.
These advancements in augmentation help CNNs
generalize better, especially in tasks with limited data
availability.

Several approaches have been proposed
to improve data augmentation, particularly with
automated techniques. Automated data augmentation
(AutoDA) methods have been increasingly studied, as
they can automatically discover optimal augmentation
strategies tailored to specific datasets. For example,
a recent comprehensive survey by Yang et al. (2023)
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categorizes existing AutoDA methods, highlighting
their efficiency in improving image classification tasks
by reducing manual intervention and increasing model
performance through learned augmentation policies.
These AutoDA methods present a promising direction
for enhancing data diversity and model generalization
while reducing human error in the augmentation
process.

“Preprocessing” techniques, such as
normalization and cropping, are used to refine input
data before training, ensuring that the model receives
consistent and high-quality information (Kamnitsas
etal., 2017).

Image preprocessing is essential for improving
CNN performance by reducing noise and enhancing
data quality. Techniques such as noise reduction,
histogram equalization, and image hashing have shown
notable accuracy improvements in facial recognition
tasks, with gains of over 4% in some cases (Tribuana
et al., 2024).

“Transfer learning,” on the other hand, leverages
knowledge from pre-trained models to enhance
performance in specific tasks, particularly when
labeled data is limited, allowing models pre-trained
on large datasets to be fine-tuned for specific tasks
(Atasever et al., 2023; Pan & Yang, 2010; Tan et al.,
2018).

More innovative approaches are needed to
tackle the root of the problem in a systematic way.
This is where the theory of inventive problem-solving
(TRIZ) methodology comes into play. Developed
in engineering, TRIZ offers a structured approach
to identifying contradictions and proposing creative
solutions based on inventive principles. The method
has proven effective in solving technical problems
across various fields, yet its application in machine
learning, particularly for improving CNN performance,
remains underexplored.

The aim of this study is to address the issue of
decreasing accuracy in CNN models as the number of
classes increases. By applying the TRIZ methodology,
we aim to develop innovative and systematic solutions
to improve CNN performance. Through reverse
engineering, we analyzed current techniques, such as
data augmentation, preprocessing, class weighting,
and transfer learning, and aligned these with TRIZ
principles to propose more effective solutions.

Recent advancements in artificial intelligence
(AD) have increasingly focused on overcoming the
challenges posed by small datasets, which are prevalent
in fields where data collection is restricted. The study
by Brad and Brad (2023) explores the use of TRIZ
methodologies to address this issue, offering inventive
strategies for enhancing Al model performance under
these constraints. While their research underscores the
adaptability of TRIZ in optimizing Al with limited

data, our study extends the application of TRIZ to
tackle accuracy degradation in CNN models as class
counts increase. This divergence highlights the broad
applicability of TRIZ principles across different Al
challenges.

The contribution of this study lies in the novel
application of TRIZ methodology to the field of
machine learning, specifically in solving the overfitting
problem in CNNs with increasing class counts. TRIZ,
traditionally applied in engineering, provides a
structured approach to identifying contradictions and
generating innovative solutions, which has not been
widely explored in CNN performance issues.

The remainder of this paper is organized as
follows: Section 2 details the methodology; Section
3 presents the implementation; Section 4 provides
the discussion; and Section 5 concludes the paper,
summarizing the findings and offering directions for
future research.

2. Methodology

The TRIZ methodology provides a systematic
approach to innovation that involves analyzing
and categorizing thousands of patents to uncover
universal principles of invention. Central to TRIZ is its
distinctive method for tackling technical problems by
converting specific situations into broader, conceptual
challenges. This process requires breaking down the
problem into its core elements and then applying
TRIZ’s set of inventive principles and proven solutions
to devise a conceptual solution (Gadd, 2011). The
TRIZ methodology is traditionally outlined as:

(i)  Specific problem: The initial stage, is where the
specific technical problem is identified.

(ii)) Conceptual problem (39 parameters): The
problem is generalized to a conceptual level by
identifying relevant engineering parameters.

(iii) Conceptual solution (40 principles): Solutions
are developed based on the 40 inventive
principles of TRIZ.

(iv) Specific solution: The conceptual solution is then
translated back into a specific practical solution
for the initial problem.

The process starts by breaking down a real-world
problem into a conceptual format. This simplification
allows for aligning the problem with TRIZ’s effective
solutions, which rely on structured principles instead
of random brainstorming ideas. After finding a
conceptual solution, it is then polished and converted
into a practical solution that specifically addresses the
initial problem.

The TRIZ methodology focuses on transforming
specific, real-world problems into conceptual
challenges, which can then be matched with
systematic solutions. Sheu & Lee (2011) proposed
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a structured process for innovation that incorporates
TRIZ principles to help break down complex problems
and develop creative solutions. Their work highlights
the importance of using TRIZ tools, such as the
contradiction matrix and inventive principles, to ensure
that the problem-solving process is both organized and
comprehensive. By following their systematic process,
innovators can consistently arrive at effective solutions
for technical challenges.

In this study, we approach TRIZ from a “reverse
engineering” perspective, applying its principles not
just to generate new solutions but also to reinterpret
and reanalyze existing solutions found in the
literature. By doing so, we aim to provide a more
comprehensive framework for problem-solving that
bridges past solutions with inventive methodologies.
The methodology proposed in this study is as follows;
(1)  Specific solution: Start from an existing solution

or product.

(i) Conceptual solution analysis (40 principles):
Deconstruct the solution to understand how
TRIZ principles are or can be applied.

(iii) Identification of contradictions (39 parameters):
Identify any existing or potential contradictions
that the current solution might be causing or not
addressing.

(iv) Revised problem statement: Define or redefine
problems based on insights gained from the
analysis and contradiction identification.

Reverse engineering within the TRIZ framework
involves deconstructing existing technical solutions
to understand their core principles and then matching
these with TRIZ’s 40 inventive principles and the
contradiction matrix. This approach allows us to
assess how well these existing solutions align with
TRIZ’s systematic process and identify opportunities
for improvement or further development. For instance,
a solution that addresses one specific technical
contradiction may have untapped potential for solving
additional contradictions when viewed through the
lens of TRIZ.

Fig. 1 demonstrates how the traditional TRIZ
process is a forward-thinking approach, starting from
problem identification and moving toward a solution.
In contrast, the reverse engineering process begins
with an existing solution, analyzing it through the
TRIZ lens to uncover deeper insights and potentially
redefine the problem or improve the solution.

3. Implementation

In this section, we take a different path from the
usual forward-thinking problem-solving approaches.
This is where reverse engineering comes into play.
Reverse engineering, in essence, involves working
backward to deconstruct an existing solution to

Revisits and

Fig. 1. A comparison of the flows of a (A) TRIZ
process and a (B) TRIZ-based reverse engineering
process
Abbreviation: TRIZ: Theory of inventive problem
solving.

understand its foundational principles. In doing so, we
can uncover hidden opportunities for improvement or
discover alternative solutions that may not have been
obvious initially. Instead of building a solution from
scratch, we analyze what already exists, break it down,
and explore how it aligns with TRIZ’s 40 inventive
principles and contradiction matrix.

By reversing the usual flow of thought, we
can gain deeper insights into how existing solutions
operate and how they can be enhanced or adapted
for broader applications. This method is particularly
useful in complex problems, such as improving the
accuracy of CNN models, where conventional methods
may overlook indirect contradictions or potential
improvements that TRIZ can highlight.

3.1. TRIZ Step 4: Identifying Specific Solutions

In TRIZ step 4, we focus on identifying concrete,
practical solutions to address the issue of decreasing
accuracy in CNN models as the number of image classes
increases. From a reverse engineering perspective, we
analyze how existing methods have been applied to
similar problems and how TRIZ principles can guide
the improvement of these methods.

One effective solution is “data augmentation,”
which involves expanding the dataset by generating
new training examples through techniques such as
rotating, flipping, scaling, cropping, and adding noise.
We can see that “Principle 20: Continuity of Useful
Action” fits well here, as the method continuously
provides useful variations of the data that help the
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model learn better. “Principle 15: Dynamics” also
applies because the transformations increase the
adaptability of the model to diverse input scenarios.

Similarly, “dimensional adjustment” is another
common preprocessing technique that improves
consistency across classes by resizing or normalizing
images. This approach aligns with “Principle 17:
Another Dimension,” which suggests modifying or
using different dimensions to solve a problem. By
ensuring that images are of uniform size, we reduce
the variability in the input data, which enhances the
model’s ability to make accurate predictions.

In cases where there is a class imbalance, “class
weighting” can improve accuracy by giving more
importance to underrepresented classes. This method
reflects “Principle 35: Parameter Changes,” which
involves adjusting key parameters to achieve the
desired result. Assigning weights to classes based on
their representation helps the model treat all classes
fairly, reducing bias and improving performance.

Finally, “transfer learning” offers a powerful way
to reuse pre-trained models on new tasks, particularly
when data is scarce. This approach aligns with
“Principle 24: Intermediary,” which suggests using
an intermediary to assist with problem-solving. The
intermediary model speeds up learning and improves
performance, especially when the new task shares
similarities with the original one.

3.2. TRIZ Step 3: Identifying Conceptual Solutions

In TRIZ step 3, the goal is to select a conceptual
solution based on TRIZ principles that fits the problem.
Using a reverse engineering approach, we look back
at how similar problems have been solved in the past
and apply those insights to find conceptual solutions
for the current issue of CNN accuracy decline. Table 1
lists all the candidate principles. Table 2 shows the
candidate principles that match the specific solutions
presented in step 4.

The candidate principles listed in Table 1 were
selected through a structured TRIZ-based process.
Initially, principles annotated with the letter “a” (i.e., 15,
17, 20, 24, and 35) were identified based on their
relevance to the solution alternatives in Table 2. These
principles were mapped to engineering characteristics
using a contradiction matrix, highlighting key pairs
(Table 3).

For “data augmentation,” we selected Principles
15 and 20 because these principles describe how
system flexibility and continuous beneficial actions
can enhance performance.

When considering “dimensional adjustment,”
Principle 17 stood out as the most appropriate.
Adjusting the dimensions of input data can help reduce
the computational complexity and make the data more

Table 1. Candidate principles

No. Principle Definition

1 2 Taking out

2 3 Local quality

3 13 The other way round

4 15° Dynamics

5 17 Another dimension

6 18 Mechanical vibration

7 20° Continuity of useful action
8 23 Feedback

9 242 Intermediary

10 27 Cheap short-living objects
11 28 Mechanic substitution

12 29 Pneumatics and hydraulics
13 30 Flexible shells and thin films
14 33 Homogeneity

15 35° Parameter changes

16 36 Phase transitions

17 37 Thermal expansion

Note: *Candidate principles.

Table 2. Candidate principles and solution

matching
No. Solution alternatives TRIZ candidate
principle
1 Data augmentation 15, 20
2 Preprocessing 17
3 Assigning class weights 35
4 Transfer learning 24

Abbreviation: TRIZ: Theory of inventive problem-solving.

uniform, thereby improving the model’s ability to
classify images.

In the case of “class weighting,” Principle
35 was chosen because it directly addresses the
problem of imbalanced datasets. Modifying the class
weights allows the model to handle rare classes more
effectively, which is essential for improving overall
accuracy.

Lastly, for “transfer learning,” Principle 24 is
highly relevant. Transfer learning enables models to
leverage previously learned knowledge, significantly
reducing training time and improving accuracy.

3.3. TRIZ Step 2: Defining the Conceptual
Problem

In TRIZ, step 2 involves identifying the
engineering characteristics that are in conflict,
resulting in a technical contradiction. Engineering
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Table 3. Candidate pairs

Candidates 28 35 39
10 10, 23, 24°, 35° 28,29, 36, 37 15a, 174, 18, 20° 3,28,35, 37
26 2,13,28 30,33 3, 15a,29 3,13,27,29

Note: *Candidate principles.

characteristics refer to specific technical parameters
or features of a system. A contradiction occurs when
improving one characteristic negatively impacts
another. In our case, increasing the number of image
classes in a CNN model may lead to a decrease in
accuracy—these are two conflicting engineering
characteristics.

Based on the guidance from the candidate
principles identified in TRIZ step 3, we selected a pair
of engineering characteristics. Table 4 outlines the
engineering characteristics obtained from the normal
analysis of the problem. Two major contradictions
were identified: one representing the increase in the
number of classes (related to engineering characteristic
26, “quantity of substance”) and another representing
the decrease in model accuracy (related to engineering
characteristic 35, “adaptability or versatility”). These
contradictions must be addressed to improve the
model’s performance.

Table 3 shows the conceptual solution
combinations derived from these contradictions. The
contradiction pair 26 and 35, guided by Principles 15,
17, and 20, was determined to be the most relevant for
this study. Engineering characteristic 26 corresponds
to the challenge of managing an increasing number of
classes while engineering characteristic 35 relates to
the issue of decreasing accuracy. These contradiction
reflects the balance we seek between increasing model
capacity and maintaining high accuracy.

It should be highlighted here that, unlike
the traditional TRIZ methodology that starts with
engineering contradictions, our approach began
with identifying the inventive principles, as shown
in Table 3. For instance, the contradiction pair (10,
35) was highlighted due to its strong alignment with
Principles 15, 17, and 20.

The inclusion of “Force” was guided by its
connection to critical principles such as 15 (Dynamics).
While characteristics like “Strength” were considered,
no directly related principles were identified, which
justified its exclusion.

By identifying the engineering characteristics
and their associated contradictions, we can apply TRIZ
principles to systematically resolve these conflicts.
For example, “Principle 15: Dynamics” helps
address flexibility in handling different classes, while
“Principle 17: Another Dimension” suggests altering
how data are processed to maintain accuracy despite
increased complexity.

Table 4. Candidate contradictions

No. Eng. char. Definition

1 10 Force (intensity)

2 26 Quantity of substance

3 28 Measurement accuracy

4 29 Manufacturing precision
5 35 Adaptability or versatility
6 39 Productivity

Abbreviation: Eng. Char.: Engineering characteristic.

In comparison, Brad and Brad (2023) explored
contradictions between data quantity and system
performance (contradiction pairs 26 & 28) in their
study. Their analysis of contradictions between system
complexity and performance (contradiction pair 36
& 28) further illustrates how TRIZ can be used to
systematically resolve technical challenges by focusing
on the core engineering characteristics at play.

4. Discussion

In this study, we applied a TRIZ-based reverse
engineering approach to address the problem of
decreasing accuracy in CNN models as the number of
image classes increases. This methodology enabled a
systematic examination of existing solutions, revealing
opportunities for innovation by aligning these solutions
with TRIZ principles.

We further discuss the insights gained through
this approach, with a particular focus on the application
of transfer learning and its reinterpretation within the
TRIZ framework.

4.1. General Insights

The TRIZ-based reverse engineering shifts the
focus from conventional problem-solving to a structured
analysis of existing solutions. This approach provides a
systematic way to identify and resolve contradictions
inherent in CNN models, such as the trade-off between
model complexity and accuracy. By deconstructing
existing methods, such as data augmentation,
preprocessing, and class weighting, we identified their
alignment with specific TRIZ principles and proposed
refinements that address overlooked challenges.

For instance, data augmentation aligns with
“Principle 20: Continuity of Useful Action,” as it
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generates continuous variations in the training data,
enabling better model generalization. Similarly,
preprocessing techniques, such as dimensional
adjustments, align with “Principle 17: Another
Dimension,” addressing variability in input data to
improve consistency and prediction accuracy. These
connections demonstrate how TRIZ principles provide
a creative and structured framework to optimize
existing solutions.

4.2. Transfer Learning and Intermediary Principle

We acknowledge that transfer learning is a
widely recognized method for improving CNN
performance, particularly in cases with limited labeled
data. However, its reinterpretation through TRIZ’s
“Principle 24: Intermediary” offers new perspectives
and applications.

Transfer learning is typically seen as a way to
reuse pre-trained models for specific tasks. Within the
TRIZ framework, we redefine it as an intermediary
that bridges two conflicting needs: (i) the scarcity of
labeled data in new tasks, and (ii) the requirement for
high accuracy in performance. This reinterpretation
positions transfer learning not just as a static tool
but also as a dynamic mediator that facilitates the
resolution of these contradictions. By emphasizing its
role as an intermediary, TRIZ provides a structured
perspective for enhancing the applicability of transfer
learning.

Viewing transfer learning through the lens of
TRIZ enables a broader application of this technique.
For example, TRIZ principles encourage creative
extensions of pre-trained models to address additional
challenges, such as:

(i) Reducing bias in class imbalance: By
systematically reweighting features learned by
the intermediary model, we can mitigate biases
present in underrepresented classes.

(ii) Overcoming noise in preprocessing: Transfer
learning can serve as a filter to preprocess noisy
data more effectively, guided by TRIZ principles,
such as “Principle 35: Parameter Changes.”

These reinterpretations highlight how TRIZ
inspires creative problem-solving by encouraging
researchers to think beyond the conventional uses of
established techniques.

5. Concluding Remarks

The TRIZ-based reverse engineering approach,
proposed in this study, offers a structured framework
for analyzing existing solutions, uncovering
contradictions, and proposing innovative refinements.
Unlike traditional = forward-thinking  methods,
reverse engineering starts with what already exists,

systematically deconstructs these solutions, and applies

TRIZ principles to identify untapped opportunities.

This methodology provides two major advantages:

(i) Systematic problem analysis: Traditional
problem-solving approaches often focus on
developing new solutions from scratch. In
contrast, reverse engineering allows us to
examine existing solutions critically, revealing
their underlying contradictions or limitations.
By aligning these with TRIZ’s 40 inventive
principles and contradiction matrix, we can
systematically identify areas for improvement or
innovation.

(il) Maximizing existing knowledge: This approach
avoids reinventing the wheel by leveraging what
is already available. It enables researchers to
reinterpret existing solutions through the lens of
TRIZ principles, uncovering new opportunities
for optimization or broader application.

This study implemented the TRIZ-based reverse
engineeringapproachtoaddresstheproblemofaccuracy
decline in CNN models as the number of image classes
increases. By systematically deconstructing existing
solutions and analyzing contradictions between key
engineering characteristics, we were able to define
specific TRIZ principles to propose practical solutions.

The use of data augmentation, dimensional
adjustment, class weighting, and transfer learning
proved to be effective strategies for improving model
accuracy. These methods, when viewed through the
TRIZ framework, provided a structured approach to
solving the technical contradictions between class
quantity and accuracy. The reverse engineering
perspective further enhanced this process by allowing
us to identify hidden opportunities for improvement
within the existing solutions.

While this study focused on CNN models, the
principles of TRIZ could be applied to other machine
learning architectures, such as recurrent neural
networks, transformers, or generative adversarial
networks. Future research could investigate how TRIZ
can be adapted to solve contradictions in these more
advanced architectures.
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Abstract

This paper introduces the Mayan calendar-inspired cyclical theory of inventive problem solving (TRIZ) model, an
innovative approach to systematic innovation (SI) that integrates the seven TRIZ pillars into a structured model
consisting of “Tzolk’in” (short-term, adaptation), “Haab” (mid-term, harmonization), and “Long Count” (long-term,
transformation) cycles. Unlike traditional linear innovation models, this cyclical model enables continuous adaptation,
iterative refinement, and sustainable evolution. Each cycle addresses a different level of complexity: The adaptation
cycle focuses on rapid, low-cost improvements using available resources. The harmonization cycle resolves deep-
rooted contradictions to enhance system functionality. The transformation cycle drives strategic evolution by
integrating intelligence and automation. This approach is validated through its alignment with trends of engineering
system evolution, demonstrating that innovation naturally progresses through these phases. The model’s practical
applicability is illustrated through case studies on coffee machine design and automotive seat design, showing how
short-term enhancements, mid-term optimization, and long-term transformation collectively contribute to sustainable
evolution. By bridging systematic problem-solving with iterative adaptation, the cyclical TRIZ model provides a
versatile and scalable SI model for industries seeking to achieve both immediate efficiency gains and long-term
innovation resilience.

Keywords: Cyclical TRIZ Model, Mayan Calendar, Systematic Innovation, TRIZ

1. Introduction This idea of cycles aligns well with a systematic
innovation process (SIP). Similarly, systematic
innovation (SI) is not a purely linear process.
While it provides a structured approach to problem
identification, solution generation, and solution
implementation, its effectiveness can be further
enhanced by integrating cyclical elements.

Various SI models provide structured pathways
to guide the process, typically moving from problem
identification to solution implementation. These
models often incorporate the theory of inventive
problem-solving (TRIZ) tools to enhance creativity,

Innovation is not just a straightforward journey
from point A to point B. It often involves cycles of
learning, feedback, and adaptation. This cyclical
nature of progress can be seen in ancient philosophies,
like the Mayan calendar (Fig. 1), which views time as
a repeating cycle rather than a straight line.

The Mayan calendar consists of three main
cycles: “Tzolk’in” (short-term), “Haab” (mid-term),
and “Long Count” (long-term). Each cycle represents
a layer of time that builds upon the previous one,

emphasizing the importance of iteration, balance, and
continuous growth. This concept of cyclicality not only
promotes holistic understanding but also encourages
adaptation over time, allowing for flexibility in the
face of changing circumstances.

improve idea generation, or manage knowledge
transformation. While some focus on incremental
problem-solving, others aim for strategic planning
or interdisciplinary collaboration. However, a
common limitation among these models is their linear
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Fig. 1. A representation of the Mayan calendar cycle
(adapted from Chanier, 2018)

progression, which lacks a mechanism for continuous
feedback and adaptation.

A linear model may not fully support dynamic
adaptation or long-term problem-solving. This study
seeks to create a more adaptive SIP that can sustain
both short-term problem-solving and long-term
strategic growth. By integrating a cyclical approach
inspired by the Mayan calendar, the TRIZ approach
can become more iterative, allowing for continuous
feedback and adaptation, which is essential for both
short-term and long-term solutions.

The remainder of this paper is organized as
follows: Section 2 reviews existing TRIZ-based
SIPs. Section 3 presents the new cyclical TRIZ
model, detailing its iterative and adaptive structure.
Section 4 illustrates the model’s application through
a case study, showcasing its effectiveness in evolving
scenarios. Sections 5-8 discuss the results, comparing
the new model to traditional approaches and offering
conclusions.

2. Literature Review

SI distinguishes itself from empirical, trial-
and-error methods by providing a clear, step-by-step
process that guides problem identification, solution
generation, and implementation (Sheu & Lee, 2011).
TRIZ is built on systematic principles that help identify
contradictions in a system and generate inventive
solutions. SI reduces the uncertainty and trial-and-
error nature of traditional innovation by incorporating
well-defined tools and strategies, often integrating
principles from TRIZ.

The theory of inventive problem-solving is a
structured approach that aims to identify and solve
contradictions in design and development. TRIZ
traditionally adopts a linear problem-solving approach,
focusing on one contradiction at a time. Although
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TRIZ tools are highly effective, applying the right
tool at the right stage of the innovation process can
be challenging (Ilevbare et al., 2013). This difficulty
often arises due to the complexity and diversity of
available TRIZ tools, as well as the need to adapt them
to specific problem contexts.

Several SImodels have been developed to provide
structured pathways for innovation. These models aim
to bridge the gap between problem identification and
solution implementation, incorporating various tools,
including TRIZ elements.

Mann’s (2007) model, a systematic creativity
process, emphasizes a clear sequence of steps:
“Define,” “Select Tool,” “Generate Solutions,” and
“Evaluate.” The approach integrates TRIZ tools to
enhance creativity in problem-solving but primarily
focuses on addressing specific problems rather than
broader opportunities or strategic adaptation.

The W-model (Brandenburg, 2002) covers a
continuous cycle of innovation from goal setting
to implementation planning. It follows the stages
of future analysis, idea generation, idea evaluation,
concept detailing, and implementation planning. While
effective in strategic planning, it often lacks practical
tools for execution and does not emphasize feedback
loops, making it less adaptable to evolving challenges.

The innovation value chain (Hansen &
Birkinshaw, 2007) divides the innovation process into
three distinct stages: idea generation, idea conversion,
and idea diffusion. It focuses on moving ideas from
concept to market but lacks specific tools for systematic
problem-solving, making it more conceptual than
operational.

Roper et al.’s (2008) model outlines innovation
as a transformation of knowledge into business value,
with stages of knowledge sourcing, transformation,
and exploitation. While it emphasizes knowledge
management as a driver of innovation, it lacks the
structured tools necessary for resolving contradictions
or implementing solutions systematically.

Sheu & Lee (2011) proposed a SIP that integrates
both TRIZ and non-TRIZ tools to facilitate innovation
across different phases. The SIP consists of structured
stages that guide innovation from opportunity
identification to solution generation, allowing for
effective exploitation of developed technologies.

The ACE framework (Zhan et al., 2017)
facilitates product innovation by shortening time-to-
market, accelerating the understanding of customer
needs, and reducing costs. The model uses big data
analytics to accelerate innovation processes, enhance
customer connection, and create an innovation
ecosystem. It emphasizes the importance of faster
innovation cycles and stronger customer feedback
loops, making the product development process more
dynamic and flexible. While this approach effectively
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uses big data to speed up innovation, it follows a linear
process without built-in mechanisms for continuous
adaptation or feedback.

Kruger et al. (2019) proposed a SI model
that integrates TRIZ and creative problem-solving
techniques to enhance innovation management.
This model considers psychological factors, such as
overcoming psychological inertia, to support creative
thinking.

Sun et al. (2020) proposed a SIP specifically
oriented toward interdisciplinary research. Their
approach aimsto solve complex problems by integrating
insights from multiple disciplines, using TRIZ tools,
the general theory of powerful thinking (OTSM),
and patent databases. This process emphasizes both
incremental and disruptive innovation, leveraging
interdisciplinary collaboration to enhance creativity
and generate high-quality solutions.

The radical problem-solving framework (Wang
et al., 2024) aims to go beyond the limits of existing
design methods to achieve more radical innovation.
This model leverages TRIZ tools to drive more
radical innovation, addressing some of the challenges
associated with traditional TRIZ applications. While
it provides a clearer guide for using TRIZ tools
effectively, it follows a linear process that lacks built-in
adaptation and continuous feedback.

Mann (2023) also proposed a SIP that applies
TRIZ principles to chaotic situations, particularly in
emergency response scenarios. The approach is based
on TRIZ’s concept, the “someone, somewhere, has
already solved your problem,” aiming to identify the
most suitable solutions under unpredictable conditions.
This process integrates TRIZ with the OODA Loop (a
four-step process: observe, orient, decide, and act),
suggesting that this combination allows for faster
and more effective decision-making in complex
environments. This model demonstrates the potential
of TRIZ in managing complexity and asymmetric
threats.

Existing SI models in the literature typically
emphasize linear or mid-term problem-solving
approaches, focusing on specific phases such as
idea generation, evaluation, and implementation.
While some models incorporate TRIZ tools, they
often lack mechanisms for long-term adaptation and
sustainability. In this study, the proposed Mayan
calendar-inspired cyclical TRIZ approach addresses
this gap by integrating short-term, mid-term, and
long-term cycles, using the seven pillars of TRIZ
(Sheu et al.,, 2020) to continuously navigate and
refine solutions over time. This approach not only
emphasizes long-term problem-solving but also
aligns innovation strategies with enduring outcomes,
ensuring more resilience in dynamic environments. It

DOI: 10.6977/1J0S1.202506_9(3).0002

K. Altun/Int. J. Systematic Innovation, 9(3), 8-19 (2025)

offers a more holistic approach by embedding iterative
feedback and adaptability within each phase, bridging
the gap between structured inventive problem-solving
and sustainable innovation.

3. Proposed Model

According to Sheu et al. (2020), TRIZ is built
on seven foundational pillars that guide SI (Table 1):
(1) Ideality, striving for the most beneficial outcome
with minimal costs; (ii) resources, maximizing the use
of available and hidden resources; (iii) functionality-
value (FV), enhancing system value by optimizing
positive and negative effects; (iv) contradiction,
resolving conflicts between system parameters;
(v) space, time, domain, and interface (STDI),
analyzing problems from spatial, temporal, and
interface perspectives; (vi) system transfer, borrowing
solutions from other fields; and (vii) system transition,
evolving the system’s structure or principles.

While these pillars offer a comprehensive
foundation, traditional TRIZ is often applied in a
linear manner, solving issues step-by-step without
continuous feedback or adaptation.

The Mayan calendar-inspired cyclical TRIZ
model integrates the seven foundational TRIZ
pillars into three overlapping cycles: (i) Short-term
(Tzolk’in), (ii) mid-term (Haab), and (iii) long-term
(Long Count). Each cycle aims to refine solutions
continuously, ensuring ongoing adaptation and
sustainability. This model (Fig. 2) draws an analogy
to the Mayan calendar, where each cycle represents a
different time frame but works together for sustained
progress.

Table 1. The theory of inventive problem solving’s
philosophies and tools (adapted from Sheu et al.
2020)

Philosophy Practical tools
Ideality Ideal final result
Resources Harmful resource usage, DS-TPQ

Functionality-value | Patent regeneration

Contradiction Separation principles,
contradiction matrix, parameter

deployment

STDI Effect/resource database, STIC,
smart little people, multi-screen
viewpoints

System transfer Feature transfer

System transition Trends of engineering system

evolution

Abbreviations: DS-TPQ: Demand-supply
thought-provoking question; STDI: Space, time, domain,
and interface; STIC: Space, time, interface, and cost.
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“Haab”
(Mid-term)

Harmonization
System adjustment and
contradiction resolution

STDI

Adaptation
Quick improvements and
immediate resource
optimization

Ideality
Contradiction Resources

Func.-Value
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“Long Count”
(Long-term)

Transformation
Strategic evolution and
structural transformation

System transfer
System transition

Fig. 2. An overview of the Mayan calendar-inspired cyclical TRIZ model
Abbreviations: Func.: Functionality; STDI: Space, time, domain, and interface;
TRIZ: Theory of inventive problem solving.

3.1. Cycle Overview of the Model

1.

ii.

Short-term cycle (Tzolk’in)

Focus: Quick improvements and immediate

resource optimization.

Theory of inventive problem solving’s pillars used:

e Ideality: Implement the ideal final result to
achieve immediate benefits with minimal
costs.

e Resources: Apply tools, such as harmful
resource usage analysis and demand-supply
thought-provoking questions (DS-TPQ) to
maximize existing resources.

e FV: Use patent regeneration to optimize
functionality quickly.

Objective: To generate rapid solutions that

enhance present performance and reduce

inefficiencies.

Mid-term cycle (Haab)

Focus: System adjustment and contradiction

resolution.

Theory of inventive problem solving’s pillars

used:

e Contradiction: Use separation principles and
the contradiction matrix (CM) to resolve
conflicts between system parameters.

e STDI: Tools such as space, time, interface,
and cost (STIC), smart little people (SLP),
and the effect/resource database (ERD) help
analyze problems from different perspectives.

Objective: To address contradictions and adjust

system components for better integration.
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iii. Long-term cycle (Long Count)

Focus: Strategic evolution and structural

transformation.

Theory of inventive problem solving’s pillars

used:

e System transfer: Apply tools such as feature
transfer to adapt successful solutions from
other fields.

e System transition: Use trends of engineering
system evolution (TESE) and multi-screen
viewpoints to guide long-term transformation.

Objective: To achieve sustainable innovation by

evolving the system’s core principles.

3.2. Algorithm with Parametric Expressions

Phase 1: Initialize short-term cycle (Tzolk’in):
Objective: Achieve rapid improvements (R).
Inputs: Present system state (S), available
resources (Res), immediate contradictions (C1)
Process:

Step-1: Apply Ideality (/):
° Target: Maximize beneficial outcomes and

minimize costs.

° Formula: R = max(I) — min(Cost)

Step-2: Use resource optimization (ResOpt):
e  Analyze and utilize available resources.
° Formula: ResOpt = ADS-TPQ,
HarmfulUsage)

Step-3: Implement FV improvements:
e  Focus on rapid generation of functionality.
° Formula: FV = f(PatentRegeneration)
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Outputs: Rapid improvements (R), refined
resources (Res), improved value (V).

Feedback: Measure short-term impact and feed
results (F1) to the next cycle.

Phase 2: Transition to mid-term cycle (Haab):
Objective: Address systemic contradictions and
refine solutions (Ref).
Inputs: Refined system state (S), unresolved
contradictions (C2), feedback (F'1).
Process:
Step-1: Apply contradiction analysis (CA):
e  Use separation principles (Sep), parameter
deployment and manipulation (PDM), and
CM to resolve conflicts between system
parameters.
° Formula: CA = f{Sep, PDM, CM)

Step-2: Implement STDI analysis:
e  Use STIC, SLP, ERD
e Formula: STDI = f(STIC, SLP, ERD)

Outputs: Refined solutions (Ref), reduced
contradictions (C|)
Feedback: Gather mid-term evaluation (F#2) and
feed results to the next cycle.
Phase 3: Advance to long-term cycle (Long Count):
Objective: Achieve sustainable solutions (Sust).
Inputs: Refined solutions (Ref), strategic goals
(G), feedback (F2).
Process:

Step-1: Use system transfer (SysTransfer):
° Integrate features from other fields.
° Formula: SysTransfer = f(FeatureTransfer)

Step-2: Implement system transition (SysTransition):
° Adapt and evolve core principles.
° Formula: SysTransition= ATESE,

MultiScreen)

Outputs: Sustained solutions (Susf), evolved
system structure (E).
Feedback: Establish long-term evaluation (F3)
and inform the next short-term cycle to use
feedback from the long-term cycle to refine
initial solutions.
° Formula: R = f(Sust, F3)

4. An Illustrative Example

The design and improvement of a coffee machine
provide an illustrative example of how the Mayan
calendar-inspired cyclical model can be applied to
an actual product development process. The coffee
machine represents a typical engineering system that
can benefit from ongoing refinement across short-
term, mid-term, and long-term cycles.

12
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4.1. Cycle Overview of the Example

1.

ii.

Short-term cycle (Tzolk’in)

Objective: Achieve quick improvements that

enhance the coffee machine’s immediate

performance and reduce costs.

Theory of inventive problem solving’s pillars

used:

° Ideality: The goal is to create a coffee
machine that provides the optimal taste
with minimal energy and water usage.
Here, we can apply the ideal final result by
identifying features that can be improved
quickly. For example, optimizing the water
heating system to use less energy while
maintaining the ideal brewing temperature.

° Resources: To maximize the use of
available resources, we can use tools like
DS-TPQ for a deep search for technical and
physical quantities. For example, utilizing
residual heat from the brewing process to
pre-heat the water for the next cycle can be
a quick improvement.

° FV: By applying patent regeneration,
we can analyze existing patents related
to coffee machines and adapt features
that enhance value, such as an adjustable
pressure control for better extraction.

Output: Improved energy efficiency, better taste
consistency, and faster brewing times. These
short-term improvements are immediately tested
and refined based on user feedback.

Mid-term cycle (Haab)

Objective: Resolve contradictions and optimize

system components to enhance the coffee

machine’s functionality over a medium time frame.

Theory of inventive problem solving’s pillars used:

o Contradiction: One common contradiction in
coffee machines is the balance between high
pressure for espresso and lower pressure
for drip coffee. Using separation principles
and the CM, the system can be designed to
separate the two pressure levels within the
same unit. For example, a dual-pressure
mechanism that adjusts based on the brewing
mode can solve this contradiction.

° STDI: By analyzing the machine’s spatial
design and interface, we can identify areas
where space can be better utilized. For
example, using a more compact design for
water reservoirs without compromising
capacity. Tools such as STIC and SLP can
help simulate user interactions and improve
the design for a better user experience.
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Output: More versatile brewing options,
improved user interface, and reduced space
requirements. Mid-term solutions focus on
resolving deeper issues and adapting the design
based on accumulated user feedback.

iii. Long-term cycle (Long Count)

Objective: Evolve the coffee machine’s core

principles and introduce long-term sustainable

innovations.

Theory of inventive problem solving’s pillars

used:

° System transfer: Borrow solutions from
other fields to introduce advanced features.
For example, adopting feature transfer
from smart appliances to include Internet
of Things (IoT) capabilities, allowing the
coffee machine to connect to a smartphone
app for remote control and personalized
brewing preferences. For another example,
some functions of the coffee machine can
be integrated with other kitchen appliances
to create a new product category (e.g.,
combining a coffee machine with a water
filter).

° System transition: By applying TESE, the
machine can be designed to evolve from
a manual operation to a fully automated,
artificial intelligence (Al)-driven coffee
maker that learns user preferences over
time. This can include features such as
self-cleaning, auto-refill, and predictive
maintenance based on sensor data.

Output: A smart, adaptable coffee machine
that is capable of evolving with user needs
and technological advancements. Long-term
solutions ensure the machine remains relevant
and competitive in the market.

The short-term cycle focuses on quick wins and
immediate efficiency improvements. The mid-term
cycle targets more complex contradictions and system
integration issues, making the machine more versatile
and user-friendly. The long-term cycle drives strategic
evolution and sustainable innovation, making the
product future-proof. This cyclical approach ensures
that short-term improvements, mid-term adjustments,
and long-term evolution are interconnected, creating
a continuous loop of SI that adapts to changing user
needs and technological trends.

4.2. Algorithm with Parametric Expressions
Phase 1: Initialize short-term cycle (Tzolk’in):
Objective: Achieve rapid improvements (R) in
the coffee machine’s performance and efficiency.
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Inputs: Present system state (S), available
resources (Res), immediate contradictions (C/)
Process:
Step-1: Apply Ideality (/):

° Formula: R = max(1) — min(Cost)

° Application: Optimize the water heating
system for energy efficiency.

° Example: Implement a feature to reuse
residual heat for pre-heating, reducing
energy consumption.

° R = f(ldealHeatUsage, min(EnergyCost))

Step-2: Use resource optimization (ResOpt):

° Formula: ResOpt= J(DS-TPQ,
HarmfulUsage)

° Application: Maximize available resources,
such as the water used in brewing cycles.

° Example: Use DS-TPQ to identify
underutilized heat or pressure that can be
optimized.

° ResOpt = f(WaterPressure, HeatResidual)

Step-3: Implement FV improvements:
o Formula: FV = f(PatentRegeneration)
° Application: Adapt existing patents to
enhance functionality.
° Example: Adjust pressure control to
optimize extraction for better taste.
° FV = f{(OptimalPressure, ExtractionTime)

Outputs: Rapid improvements (R), optimized
resources (Res), and enhanced value (7).

Feedback (F1): Measure energy savings, brewing
speed, and taste improvement.

Phase 2: Transition to mid-term cycle (Haab):

Objective: Address systemic contradictions

(C) and refine components for better system

integration (Ref).

Inputs: Refined system state (S), unresolved

contradictions (C2), feedback (F'1).

Process:

Step-1: Apply CA:

° Formula: CA = f(Sep, PDM, CM)

° Application: Resolve the contradiction
between high pressure for espresso versus
low pressure for drip coffee.

° Example: Implement a dual-pressure
system that adjusts automatically.

° C = f(high, low) — Resolved C

Step-2: Implement STDI analysis:
e Formula: STDI =f(STIC, SLP, ERD)
e Application: Analyze space and interface
for better user experience.
° Example: Redesign the water reservoir to
save space while maintaining capacity.
° Space = f(ReservoirDesign, Compactness)
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Outputs: Refined solutions reduced
contradictions (C).
Feedback (F2): Evaluate usability, versatility,

and system adjustments.

(Ref),

Phase 3: Advance to long-term cycle (Long
Count):
Objective: Achieve sustainable solutions (Sust)
by evolving core features and principles.
Inputs: Refined solutions (Ref), strategic goals
(G), feedback (F2).
Process:
Step-1: Use system transfer (SysTransfer):
° Formula: SysTransfer = f(FeatureTransfer)
° Application: Integrate features from other
smart appliances.
° Example: Add IoT capabilities for remote
operation and customization.
° Sust = f(AppIntegration, UserPreferences)

Step-2: Implement system transition (SysTransition):
° Formula: SysTransition=f(TESE, MultiScreen)
e  Application: Evolve from a manual to an
Al-driven machine.
° Example: Use predictive maintenance to
notify users about potential issues.
° Al-Transition = f{MaintenancePred., Adapt.)

Outputs: Sustained solutions (Sust), evolved
system structure (E).

Feedback (F3): Assess long-term sustainability,
user adaptation, and technological integration.

5. Application in Various Industries

The cyclical TRIZ model introduced in this study
extends beyond consumer products, such as coffee
machines, and can be effectively applied in automotive
engineering. One of the key challenges in automotive
seat design is achieving an optimal balance between
comfort, safety, durability, and energy efficiency
while meeting consumer expectations and regulatory
standards.

Through the application of cyclical TRIZ
principles, automotive seats can be systematically
improved by addressing contradictions and developing
adaptive, smart seat functions for both conventional
and autonomous vehicles.

Phase 1: Adaptation/short-term optimization (Tzolk’in)

Objective: To improve comfort and energy
efficiency using existing materials and minor design
changes.

Examples:

° Breathable seat materials that dynamically

regulate airflow based on external
temperature and body sweat levels.
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° Passive seat ventilation that does not
require additional power but improves air
circulation to prevent discomfort.

Innovation impact:

° These low-cost improvements offer
immediate functional benefits without
requiring complex redesigns.

° They align with TRIZ principles of FV

optimization, ensuring better comfort
without energy waste.
Phase 2: Harmonization/mid-term contradiction

resolution (Haab)

Objective: To resolve contradictions between
comfort, durability, and ergonomics while enhancing
seat functionality.

Examples:

° Active lumbar support systems that
automatically adjust based on driving
conditions and driver fatigue.

° Pressure-sensitive seat cushions that
dynamically redistribute weight to prevent
discomfort during long-distance driving.

Innovation impact:

° These solutions apply TRIZ contradiction
resolution principles, improving both
comfort and durability.

° The implementation of adaptive support
mechanisms enhances seat ergonomics
while maintaining long-term structural
stability.

Phase 3: Transformation/long-term system innovation
(Long Count)

Objective:  To
autonomous seat functions
solutions.

Examples:

° A smart posture detection system that
adjusts the seat position automatically
based on the driver’s or passenger’s body
alignment.

° Artificial intelligence-driven personalized
comfort settings, using biometric sensors to
analyze fatigue levels and stress, adapting
temperature, lumbar support, and massage
functions accordingly.

Innovation impact:

° This cycle applies TRIZ system transition
and transfer principles, ensuring that seat
design evolves with future autonomous
vehicle needs.

e  Artificial intelligence-based  comfort
management integrates real-time user
feedback to create a fully personalized
seating experience.

introduce intelligent and
for future mobility
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The cyclical TRIZ approach effectively structures
the automotive seat innovation process, providing
a clear roadmap for short-term optimizations,
mid-term contradiction resolution, and long-term
transformations.

6. Validation of the Proposed Approach

Validation is essential to establish the scientific
credibility and real-world applicability of the cyclical
TRIZ model. While a retrospective validation using
patent analysis is still in progress, which will be
published in a separate study, this section demonstrates
that the model is already verifiable within TRIZ itself.

By integrating the TESE, it is shown that
the cyclical TRIZ phases naturally align with how
engineering systems evolve over time. This ensures
that the model is not just a conceptual framework but a
structured reflection of real innovation processes.

6.1. TESE: Its Relevance to Validation

The TESE is a systematic methodology that
explains how technological systems develop over
time through specific evolutionary stages. TESE is an
extension of TRIZ and provides a scientific basis for
predicting innovation pathways by identifying patterns
in system development.

The TESE defines multiple trends that describe
how engineering systems evolve (Ghane et al., 2022;
Mann, 2003; Sheu and Chiu, 2017), including:

° Increasing  ideality: Systems  improve
functionality while reducing cost and complexity

e  Resolving contradictions: Successful systems
find ways to eliminate trade-offs between
opposing requirements

e  Dynamization and adjustability: Systems evolve
to become more flexible and adaptable

o System transition: Systems undergo structural
and functional transformations into new
generations over time

o Integration of intelligence and automation: The
highest stage of evolution, where Al and self-
learning systems replace manual processes.

By aligning our cyclical TRIZ phases with TESE
trends, we provide a strong theoretical foundation for
the validity of the model.

6.2. Mapping Cyclical TRIZ Phases to TESE

Each phase of the cyclical TRIZ model aligns
with specific TESE evolutionary trends, confirming
its  consistency with real-world engineering
advancements.
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Table 2 summarizes that each cyclical phase
corresponds to a specific TESE trend, provided that
the model follows established evolutionary laws in
engineering.

In the adaptation cycle (Tzolk’in), systems
evolve by maximizing functionality while minimizing
complexity and costs, which aligns with the TESE
principle of “increasing ideality.” This phase focuses
on quick and low-cost improvements that enhance
efficiency without requiring major structural changes.
In addition, the “resource utilization” principle is
evident as early innovations rely on better use of
existing materials and functions before undergoing
significant modifications. In coffee machines, this is
seen in improved water heating efficiency and thermal
insulation, while in automotive seats, breathable seat
materials and passive ventilation enhance comfort
without additional energy consumption.

The harmonization (Haab) cycle corresponds
to TESE’s “resolving contradictions” principle
and “dynamization and adjustability” principles.
Engineering systems do not merely optimize existing
solutions but instead eliminate inherent trade-offs
to improve overall performance. A key example is
adaptive lumbar support in automotive seats, which
resolves the contradiction between comfort and
stability by dynamically adjusting to driver posture
and fatigue levels. Similarly, coffee machines evolve
to brew different coffee types within the same system,
eliminating the trade-off between versatility and
efficiency. Over time, systems become more flexible
and adaptable, as demonstrated by pressure-sensitive
automotive seats that redistribute weight in real time
to enhance user comfort.

The transformation (Long Count) cycle
aligns with “system transition” and “integration of
intelligence and automation” in TESE. At this stage,
systems undergo fundamental structural changes,
marking a transition from traditional mechanical
designs to intelligent and autonomous systems. Coffee
machines have evolved from manual brewing methods
to Al-powered devices that self-adjust brewing
parameters, while automotive seats incorporate
smart posture detection systems that autonomously
configure seating positions based on biometric data.
This trend culminates in Al-driven, self-learning
solutions, where both coffee machines and automotive
seats dynamically adapt to user preferences and
external conditions, ensuring maximum efficiency and
personalization.

By mapping the cyclical TRIZ model to TESE
evolutionary trends, we demonstrate that the proposed
approach is not only conceptually valid but also
systematically structured according to engineering
system evolution principles. This alignment reinforces
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Table 2. Mapping three phases of the proposed cyclical theory of inventive problem-solving model to trends of

engineering system evolution (TESE)
Phases Objective Relevant TESE trend | Example: Coffee Example: Automotive
machine design seat design
Adaptation Quick, low-cost “Increasing ideality” Optimizing water Breathable seat materials
(Tzolk’in) improvements using “Resource utilization” | heating efficiency. that adapt to humidity.
available resources. Reducing energy waste Passive ventilation
using thermal insulation. | improves comfort.
Harmonization | Resolving functional “Resolving Dual brewing system for | Active lumbar support
(Haab) contradictions to contradictions” multiple coffee types. adapts to driver fatigue.
balance efficiency and “Dynamization and Adjustable pressure Pressure-sensitive
performance. adjustability” control for different cushions optimize
flavors. comfort.
Transformation | Fundamental innovation | “System transition” Al-powered coffee Al-based seat adjustment
(Long Count) and future-ready system | “Integration of makers that adjust using biometric sensors.
evolution. intelligence and brewing settings Fully autonomous seat
automation” automatically. modes for different
IoT-enabled self-learning | driving conditions.
coffee machines

Abbreviations: Al: Artificial intelligence; IoT: Internet of things.

the scientific legitimacy of the model and its
applicability across multiple industries.

7. Comparative Analysis against Existing Models

To critically evaluate the cyclical TRIZ model, a
comparison with relevant TRIZ-based methodologies
is necessary. However, not all SI models are directly
comparable. Instead, we selected three models that
best align with the core characteristics of the cyclical
TRIZ model in terms of problem-solving approach,
adaptability, and sustainability. The chosen models,
the classical TRIZ, OTSM, and Sheu and Lee’s (2011)
SIP, were included for the following reasons.

The classical TRIZ, developed by Genrich
Altshuller, is the origin of SI methodologies. It is the
baseline for all SI models. It provides a reference point
to demonstrate the improvements made by the cyclical
TRIZ in terms of iterative adaptability and sustainability.

The OTSM is an extension of the classical
TRIZ to handle complex, multi-variable problems
(Cavallucci et al., 2015; Khomenko & Ashtiani, 2007;
Khomenko & Kucharavy, 2002). It introduces problem
networks and system-level problem-solving, making it
auseful benchmark for evaluating whether the cyclical
TRIZ offers a more structured iterative process. Unlike
the OTSM, the cyclical TRIZ emphasizes evolutionary,
time-dependent problem-solving rather than static
network modeling.

Sheu and Lee’s (2011) SIP is a structured, phase-
wise approach to innovation that incorporates both
TRIZ-based tools and non-TRIZ methodologies.
This model was selected because it represents an
industry-oriented innovation framework with business
and technology considerations. Comparing it to the
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cyclical TRIZ demonstrates how our model enhances

adaptability and long-term sustainability beyond

structured stage-wise innovation.
This section compares these models against the

cyclical TRIZ, focusing on:

° Efficiency: How well the model optimizes
resources and eliminates contradictions

o Adaptability: The model’s ability to handle
evolving innovation challenges dynamically

o Sustainability: How the framework supports
long-term innovation processes.

7.1. Efficiency

Unlike the classical TRIZ, which operates
in a single problem-solving cycle, the cyclical
TRIZ model (i) enables continuous optimization at
multiple levels, (ii) feeds short-term improvements
into mid-term contradiction resolution to ensure
deeper refinements, and (iii) ensures that long-term
transformation integrates past refinements into future
design improvements.

For example, in automotive seat design, the
classical TRIZ can optimize seat adjustability using
inventive principles. Meanwhile, the OTSM can
model complex interactions between comfort, safety,
and cost. On the other hand, Sheu and Lee’s (2011)
SIP provides a structured process to integrate both
TRIZ and non-TRIZ methodologies. In contrast, the
cyclical TRIZ continuously refines seat design across
multiple innovation cycles, ensuring progressive and
sustainable improvements.

Example in automotive seats:

° Short-term  adaptation  cycle:
ventilation efficiency in seat cushions

Optimized
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Table 3. Comparison table of the proposed model and selected models

complex, multi-layered
systems

Model Problem-solving Efficiency Adaptability Sustainability
approach
Classical TRIZ Linear contradiction High (Effective Low (Does not Low (One-time problem
resolution using 40 IPs | contradiction inherently support resolution without built-in
elimination) iterative adaptation) | iteration)
OTSM Network-based High (Handles Medium (Uses Medium (Provides structured
problem-solving for interconnected problem flow knowledge mapping but no

problems well)

modeling but lacks
cyclical iteration)

built-in renewal mechanisms)

Sheu and Lee’s
(2011) systematic

Stage-wise systematic
innovation process,

High (Structured
phases improve

Medium (Stepwise
adaptability but lacks

High (Integrates business
opportunity exploration and

innovation process | integrating TRIZ and efficiency) cyclical iteration) cross-industry application)
non-TRIZ tools
Cyclical TRIZ Iterative cycles High (Leverages High (Ensures High (Facilitates continuous
model for short-term existing TRIZ tools | adaptive innovation/evolution rather
optimization, for continuous problem-solving than static problem-solving)
mid-term contradiction | improvement) through iterative
resolution, cycles)
and long-term
transformation

Abbreviations: IP: Inventive principle; OTSM: General theory of powerful thinking; TRIZ: Theory of inventive

problem-solving.

° Mid-term harmonization cycle: Resolving
contradictions between comfort and durability

o Long-term transformation cycle: Al-driven smart
seating systems that dynamically adjust based on
real-time biometric data.

7.2. Adaptability

Most existing TRIZ methodologies, including
Sheu and Lee’s (2011) SIP, follow a linear, stage-
wise structure. While these approaches provide clear
problem-solving pathways, they lack built-in iterative
mechanisms.

The cyclical TRIZ model ensures (i) short-term
improvements feed into mid-term refinements, making
it highly adaptive, and (ii) innovation is not a one-time
process but a continuous, self-improving loop.

For example, in coffee machine design, Sheu
and Lee’s (2011) SIP identifies innovative business
opportunities but treats problem-solving as a stepwise
approach. In contrast, the cyclical TRIZ continuously
iterates through adaptation, harmonization, and
transformation cycles, ensuring sustained technological
evolution (e.g., from manual espresso machines to
Al-driven smart coffee systems).

7.3. Sustainability

Unlike the classical TRIZ and OTSM, which
focus on single-instance problem resolution, the
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cyclical TRIZ model provides a mechanism for
continuously refining past solutions and structures
innovation into a long-term iterative model, ensuring
continuous renewal.

For example, in automotive seat design, Sheu
and Lee’s (2011) SIP provides a structured method to
evaluate contradictions but does not inherently recycle
improvements into future iterations. The cyclical TRIZ
incorporates a continuous refinement mechanism,
ensuring that past advancements dynamically influence
future designs.

Table 3 presents a comparison table. The
comparative analysis confirms that the cyclical
TRIZ model provides superior adaptability and
sustainability compared to traditional TRIZ methods
while maintaining high efficiency. The key advantages
of the proposed approach include:

o A structured, iterative approach to innovation
that continuously refines solutions
° Higher adaptability than the classical TRIZ,

OTSM, and Sheu and Lee’s (2011) SIP
e A long-term sustainable innovation model that

ensures continuous learning and adaptation.

8. Conclusion

The Mayan calendar-inspired cyclical TRIZ
model represents a significant advancement in
the field of SI, offering a structured and flexible
approach that ensures both short-term efficiency
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and long-term adaptability. Unlike traditional TRIZ
applications, which often focus on solving individual
contradictions in a linear manner, this model
emphasizes a continuous feedback loop, ensuring
that each phase builds upon and refines previous
innovations: (i) Short-term cycle (adaptation) allows
for quick wins by maximizing available resources
and making low-cost optimizations; (ii) mid-
term cycle (harmonization) targets more complex
contradictions, enabling system-wide improvements
and integration; and (iii) long-term cycle
(transformation) ensures sustainable innovation by
aligning product evolution with future technological
advancements.

The practical effectiveness of this model is
demonstrated through its application in coffee machine
design and automotive seat design, where each cycle
contributes to a progressive and self-sustaining
improvement process. Furthermore, the alignment of
these cycles with TESE principles confirms that the
proposed model is not only theoretically sound but also
practically validated through real-world technological
evolution.

By providing a dynamic and adaptive problem-
solving approach, the cyclical TRIZ model extends
beyond conventional TRIZ applications, making it an
effective tool for industries requiring SI. This model
bridges the gap between structured problem-solving
and sustainable innovation, offering a scalable solution
for industries seeking both rapid improvements and
long-term strategic evolution.

Future research should focus on retrospective
validation through patent analysis to quantify
the model’s effectiveness. Previous studies have
successfully employed such analysis to validate
technological evolution patterns (Rahim & Igbal,
2023). Future research could also further explore its
application across various industries, examining its
effectiveness in more complex systems and diverse
contexts.
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Abstract

A typical traffic environment in an intelligent transportation system (ITS) involves various infrastructural units that
generate a vast amount of sophisticated traffic data. Such a form of complex data is challenging to analyze and
hence poses a potential issue in designing an effective and responsive traffic management system. Therefore, this
paper develops an analytical modeling approach to harness the potential of artificial intelligence and computational
intelligence. The scheme presents a simplified predictive approach that is meant to mitigate current issues and
promote intelligent traffic management. The simulated outcome of the study showcases that the proposed scheme
offers a significant advantage in its predictive performance in ITS.

Keywords: Artificial Intelligence, Computational Intelligence Technologies, Intelligent Transportation System,

Traffic Management

1. Introduction

With the rising demands of incorporating modern
technologies, the transportation system has been
witnessing a new paradigm shift toward revolutionizing
itself from a conventional to an intelligent transportation
system (ITS) (Shaaban et al., 2021). In contrast to the
conventional transportation system, the significance
of ITS in the future is considerably high owing to its
beneficial features of enhanced safety, smart traffic
management, positive impact on the environment,
higher efficiency and time-saving, effective
infrastructure management, emergency response,
and management (Barodi et al., 2023; Chowdhury
et al, 2023; Karthikeyan & Usha, 2023; Kumari
et al., 2020). However, it is not a simplified process
to deploy ITS as there is a heavy infrastructural cost
underlying its implementation process (e.g. modern
technologies, communication networks, sensors,
etc.) (Njoku et al., 2023). Another bigger challenge
is to ensure complete traffic management operations,
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knowing that devices and services from different
manufacturers and vendors are included. At present,
there are no standard and generalized technologies
and protocols for the effective implementation of
ITS, which poses a primary concern for smart traffic
management. There is an involvement of various
intricate systems in conducting the maintenance and
updating operation, which is challenging. Automating
the entire process that runs heterogeneous forms of
services is a heavily challenging task (Sharma et al.,
2021). Another important aspect of traffic management
in ITS is the need for reliable and effective decision-
making (Rajkumar & Deborah, 2021). To do so, there
is a need for real-time traffic data with higher accuracy
from various sources. Even if all these issues are
solved someday, the bigger challenge will still reside
in data privacy and data security in ITS (Kotodziej
etal., 2022). It is a computationally challenging task to
offer security to the massive amount of data collected
from infrastructural devices of different designs and
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operations. Hence, traffic management will always be a
potential research challenge when itis related to a highly
distributed and large-scale deployment environment
of ITS. However, there are some upcoming research
studies where traffic management problems have been
attempted to be addressed (Zulkarnain & Putri, 2021).

It has been seen that artificial intelligence
(AI) and computational intelligence (CI) have been
acting as an evolving solution toward addressing
various issues related to dynamic problems, which
are considered computationally complex. The prime
role played by Al and Cl-based schemes is in traffic
prediction and optimization, adaptive traffic control
systems, intelligent routing and navigation, detection
and management of an automated event, smart parking
solutions, and analysis and management of specific
vehicular or driver behavior (Damaj et al., 2022).
It is also noted that such schemes also assist data
analysis for effective decision-making, optimizing
public transportation networks, and integrating with
autonomous vehicles (Biyik & Yigitcanlar, 2020).
Hence, the proposed scheme contributes toward
developing a novel framework of traffic management
by harnessing the problem-solving capabilities of Al
and Cl-based schemes. The core notion of this model
is to develop a generalized model that offers higher
coverage to host smart and intelligent predictive
operations on large traffic data in the ITS environment.
The contribution of the proposed study is as follows:
1. The proposed model introduces a novel traffic

management model that can not only monitor

the dynamic condition of lanes but also assist in
smarter decision-making in complex ITS scenarios

2. The development of the proposed model is
conducted considering the practical constraints
as well as parameters, such as location, direction,
speed, and lane density, which assist in a better
form of predictive decision-making

3. The model implements an Al-based scheme
where a long short-term memory (LSTM)-
based attention network is used along with

a reinforcement learning strategy to make

intelligent decision-making for vehicles
4. The presented scheme uses Cl-based

methodology with a definitive objective function
applied on an integrated ITS network for
optimized service relaying.

The organization of the manuscript is as follows:
Section 2 discusses the frequently used methodologies
in traffic management in ITS, followed by a briefing of
prominent research issues in Section 3. The discussion
of the adopted research methodology is carried out in
Section 4, while accomplished simulation outcomes
are briefed in Section 5. Finally, Section 6 gives a
conclusive summary of the complete work and its
contribution.
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2. Related Work

The discussion of the related work is restricted
only to the state-of-the-art methods witnessed in the
current era using Cl-based, analytical approaches, and
Al-based approaches in traffic management.

. Cl-based schemes: This scheme is mainly
adopted to enhance the overall transportation
system in terms of congestion reduction and
improving the flow of traffic. The work carried
out by Zhou et al. (2021), Ojala et al. (2020), and
Haghighat et al. (2020) has used neural networks
as a CI scheme. The majority of the CI schemes
have reportedly used fuzzy logic systems to
formulate a unique traffic management scheme.
The adoption of fuzzy logic has also been
witnessed in the work of Tang et al. (2021),
where a neural network is used alongside a
fuzzy inference system for traffic management.
Standalone adoption of fuzzy logic as a CI
scheme is reported in the work of Simi¢ et al.
(2021), Shi et al. (2020), Lu et al. (2020), Liu
et al. (2022), Servizi et al. (2021), and Li et al.
(2021), considering various aspects of the urban
transportation system. Li et al. (2021) have
also used a fuzzy scheme to design a controller
system in ITS. Optimization using bio-inspired
approaches in clustering the ITS is reported in
the work of Jain et al. (2022), Husnain et al.
(2023), and Mohammadi & Farahai (2020). The
work carried out by Chen et al. (2022) used an
evolutionary computing scheme to manage the
collaborative traffic framework over the cloud
and edge.

o Analytical-based schemes: There are various
analytical-based schemes in traffic management
in ITS that emphasizes modeling capable of
handling various issues. The work of Lee et al.
(2021) used a clustering approach where multi-
tasking is performed during sequential learning
operations to mitigate positioning problems of
vehicles. Qadri et al. (2020) emphasized the
importance of traffic signals.

Eom & Kim (2020) have a solution for traffic
congestion associated with the intersection point.
Iliopoulou & Kepaptsoglou (2019) have discussed the
likelihood of joint operation of various approaches
in mitigating coordination issues in the public
transport system. An emergent intelligence scheme
is implemented by Chavhan et al. (2021), where the
solution is focused on mitigating allocation issues for
public transport vehicles in the ITS.

° Al-based schemes: Different variants of Al-based
schemes have proven beneficial in making
predictive decisions for traffic management in
ITS. Adoption of the deep learning approach
was witnessed in the work of Malek et al.
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(2021), where the prediction of vehicular
velocity was carried out using LSTM. The work
of Tak et al. (2021) used deep learning for the
detection and tracking of vehicular nodes in a
traffic scene. Severino et al. (2021) and Sayed
et al. (2023) have analyzed the traffic flow and
studied its impact on autonomous vehicles using
predictive methods. Lytras et al. (2020) used
Al to investigate the indicators for catering to
dynamic demands in ITS. The model presented
by Benterki et al. (2020) uses neural networks
and LSTM to perform trajectory prediction by
considering the driving behavior of a vehicle
for facilitating autonomous maneuvering.
Discussion on the importance of the adoption of
Al is also seen in the work carried out by Akhtar
& Moridpour (2021).

3. Research Problem

After reviewing the existing approaches in
traffic management, it is noted that different variants
of approaches have been developed. Although such
approaches are witnessed with some significant
contribution, they are also witnessed with certain
impending issues as follows:

o It has been noted that the majority of existing
approaches toward ITS have been carried
out considering a specific form of research
environment and application that restricts the
generalized application in practical utilization

o The frequent adoption of approaches in
mitigating traffic issues in ITS is carried out
using Al-based approaches, which are found to
be adopted slightly more often than CI-based
approaches. Unfortunately, all these approaches
are highly focused on accomplishing their
objective function rather than proving their
computational efficiency in the presence of a
dynamic traffic scenario of ITS

e  The adoption of intelligent schemes in ITS
is mainly focused on vehicle-to-vehicle
communication and not much on the embedded
wireless units. This is a prime obstacle to
constructing a novel controller and testing it on a
large-scale ITS infrastructure

° The majority of existing studies using Al use deep
learning approaches where predictive decision-
making demands a higher training operation
with the inclusion of extensive computational
resources. Such schemes, although proven with
higher predictive accuracies, could not be used
for emergency applications on vehicles in ITS

° Not many existing learning-based approaches are
found to emphasize the data quality perspective.
It is quite evident that data collected from traffic
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scenes is highly complex and continuous in
form, which imposes another bigger problem in
understanding its pattern. Hence, mining proper
knowledge from such complex forms of traffic
data is a computationally complex process with
a lack of studies on optimization approaches.

Therefore, all the above-mentioned statements
are prime research problems in carrying out a smart
and intelligent traffic management system in ITS. The
next section presents a discussion about the problem,
solution, and methodologies in the proposed model.

4. Research Methodology

The prime aim of the proposed study is to design
a simplified, intelligent, and robust computational
framework for traffic management associated with
the ITS environment. To facilitate effective decision-
making toward modeling highly dynamic traffic
management, the proposed scheme places more
importance on realizing the importance of traffic
data analysis, as well as evolving with a scheme for
mitigating complex traffic scenarios in ITS. Hence, the
implementation of the proposed scheme is performed
using analytical research methods that will offer
more flexibility to implement and extensively test
the proposed model of traffic management. Fig. 1
highlights the architecture of the proposed scheme.

A closer look at Fig. 1 shows that it is classified
into two core operational blocks. The first operational
block is meant to harness the potential of the machine
learning approach to facilitate effective traffic
management in ITS, while the second operational
block is meant to harness the potential of CI for
further optimizing the performance. According to
this architecture, the first step of implementation is
constructing a traffic model that considers essential
elements of the road network and the characteristics
of vehicles. This is followed by constructing a
novel conditional logic toward traffic environment
formulation. The further reinforcement learning model
is used in framing up triple attributes (reward, action,
and state) that are further subjected to an LST network

l Traffic Model |
Machine Reinforcement LSTM Attention =
Learning-based Learning —* r Network g
Traffic &
Management I Decision Making | Q
T =
. Graph-based Ruleset Node =
Computational ITS Topology | | construction monitoring g
Intelligence-based -
Traffic ' ' ' ©

Management Optimize Decision I

Fig. 1. Proposed architecture of traffic management
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with an attention graph to facilitate effective decision-
making. On top of the first operation block, the
proposed scheme constructs a novel topology of ITS
considering triple parameters (location data, vehicle
direction, and vehicle speed) that are finally deployed
to construct a graph.

This part of the implementation further constructs
a novel objective function in incorporating CI with a
sole agenda to frame an integrated ITS network system.
The scheme also introduces a requestor and non-
requestor node in the integrated network that is further
subjected to the module of optimizing the service
relaying in an ITS environment. Hence, the second
operational block acts as a complementary model to
the first operational block, where the overall network
structure assists in traffic management. A unique use
case is adopted for the practical scenario of vehicular
movement affected by various road conditions on
varying lane densities. Hence, the adopted research
methodology targets generating an effective decision-
making process that positively and intelligently
structures traffic management in the ITS environment.

From the prior discussion, it is noted that the
overall implementation of the proposed scheme was
performed using two discrete operational blocks in
the presented architecture. This section elaborates on
the core system implementation associated with the
operational blocks of the architecture.

4.1. Machine Learning-Based Traffic Management

This is the primary implementation module,
which is responsible for undertaking an intelligent
decision-making system in traffic management using
a machine learning approach (Fig. 2). The first step in
implementation is defining three variants of congestion
in traffic, such as high, low, and medium, while specific
dimensions, speed, gap between the vehicles, and time
of journey characterize each vehicle. These parameters
are practically chosen to suit the model deployment,
considering actual vehicular characteristics in ITS. The
scheme makes use of the CityFlow simulator [40] in a
traffic environment where a different number of vehicles
are deployed on multiple junctions of the road with a
definitive speed and computed congestion. Furthermore,
the scheme applies a reinforcement learning approach

Traffic model

I

Decision

T making

learning  LSTMgraphattention

Fig. 2. Machine learning-based traffic management
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where the formulation of state, action, and reward
is carried out. The primary logic behind applying the
reinforcement algorithm is to optimize the signal quality
and control the power consumption in the presence of
various degrees of congestion. The scheme designs
its objective function to ensure lower congestion
and higher signal quality to choose the path for the
movement of vehicles. Different from any existing
scheme, the scheme utilizes average queue length to
represent the congestion attribute. The proposed scheme
uses a Memory Graph Attention Network, where LSTM
is used in its three hidden layers to predict the upcoming
possibilities of traffic scenarios for appropriate decision-
making. The prime novelty of this approach is that the
majority of existing studies have used only LSTM, in
which case the system can only undertake decisions
on a local level with respect to its agent. However, by
applying attention-based LSTM, the system is now
capable of realizing the global perspective of the ITS
environment to make more accurate decisions. Another
significant contribution is that all the agents of the
reinforcement learning model can now share their
biases and weights using graph attention. This method
eventually offers a better understanding of global traffic
parameters, considering interdependencies among
congestion levels on each lane. Therefore, the system
contributes toward yielding a discrete mode of decision
with respect to the current congestion level on each
route, which is not seen in any existing research work
on ITS-based traffic management. The outcome of the
study is in the form of optimal paths that offer a better
movement option with the least distance and the least
fuel consumption, along with reduced power utilization
among the infrastructural units.

4.2. CI-Based Traffic Management

This is an extension of the prior implementation
module, which is mainly meant to optimize decision-
making in ITS. Different from existing methodologies,
the system constructs a graph-based ITS topology
considering vehicular speed, vehicular direction, and
location data (Fig. 3). The system assesses the effective
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Fig. 3. Computational intelligence-based traffic
management
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path and position considering spatial distances among
the vehicles, while the optimal probability of a better
road is determined considering fuzzy logic. The core
idea of this approach is to reduce the waiting time for
vehicles on specific routes. The study model considers
the requestor node as a vehicle seeking assistance
with navigation by forwarding a request message to
neighboring vehicles. Such a neighboring vehicle can
be both a requestor node by itself and a non-requestor
node (such a vehicle node does not forward any request
for navigational assistance).

The proposed scheme uses CI to construct its
objective function. It is to be noted that fuzzy-based
rulesets are constructed as a part of CI to guide the
type of traffic state. This is further followed by
assigning a specific neighboring channel to formulate
the outcome toward optimal routes. The next part of
the implementation is associated with dispersing the
ultimate traffic command over the intersection. The
novelty of this study’s contribution is that the proposed
system generates a unique route for each vehicle on the
basis of their best route to a destination, and thereby,
it generates distinct and unique traffic commands
for each vehicle. The majority of existing schemes
generate the same traffic commands for all the waiting
vehicles in a lane, while the proposed scheme allows
the propagation of unique traffic commands for each
vehicle waiting at an intersection point. This clearance
signal and its distinctiveness in relaying are significant
novelties of the proposed system that is not witnessed
in existing methodologies for traffic management in
ITS. Apart from this, the scheme also constructs a
temporary memory system where each decision to be
relayed is stored and subjected to its match with the
existing traffic condition. This process also offers a
benefit in lowering the computational processing effort
by optimizing the analytical operation undertaken
for each traffic unit ready to forward optimized
navigational information. Hence, a better form of
optimized traffic management is presented in the
proposed scheme.

5. Results

The complete implementation mentioned
in the prior section has been scripted in a Python
environment, while the analysis of the optimized
outcome is performed in a MATLAB environment.
The study considers 800 vehicular nodes bearing the
IEEE 802.11 wireless standard that is spread over a
monitoring area of 1,000 x 1,000 m2 Considering
synthetically generated data, the analysis was carried
out on the mean travel time for both emergency and
normal vehicles, as well as power consumption. The
study outcome is compared with the relevant work
of Wei et al. (2019), where the CoLight model has
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been presented using a learning-based approach to
mitigating similar traffic-related problems in ITS.

Fig. 4 showcases the simulation outcome with
a four-channel system for one junction point in the
ITS environment. The sample instantaneous visuals
of the simulations show various vehicle deployments
in a two-lane system with vehicles traversing in
two opposite directions on the lanes. The numbers
within the simulation show the total number of
vehicles that received the traffic command from the
controller, either to clear the junction, to wait, or to
stop. The numerical outcome of the study is shown
in Tables 1-5.

Fig. 5 showcases the clearance controller value
for the distinct number of vehicles at each junction
point with respect to all four test channels. The
computation of this parameter is carried out as

C,=avg) " t" 4))

Channel-1

Number of
vehicles awaiting
clearance

ColorCodes:

Red: Stop

Green: Clear to go
Orange: Awaiting
clearance

Channel-4
C-[duueyd

Two lanes with
opposite directions
of vehicle movement

Channel-3
Fig. 4. Simulation outcome of the proposed model

Table 1. Mean duration of journey

Model 6x6 6x6 New Hangzhou
uniflow | biflow York
MD-1 MD-2 | MD-3 MD-4
Normal 198 197 1210 210
Dynamic 150 149 600 185

Table 2. Cumulative power utilization

Model 6%6 6x6 New Hangzhou
uniflow | biflow York
MD-1 MD-2 | MD-3 MD-4
CoLight 220 225 1210 165
Proposed 209 210 1,009 151

Table 3. Algorithm processing time

Model 6x6 6x6 New Hangzhou
uniflow | biflow York
MD-1 MD-2 MD-3 MD-4
CoLight 0.59 0.52 0.83 0.62
Proposed 0.34 0.37 0.54 0.39
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In the above Eq. (1), the computation of the
clearance controller value is carried out considering
m as the maximum number of junction points where
distinct traffic commands, ¢, are relayed by the
controller. It is to be noted that the value of traffic
command ¢, is unique for each requestor vehicle.
The accomplished outcome in Fig. 5 showcases
that there is no significant difference in clearing the
vehicle from overall junction points. It implies that
the outcome of relaying the clearance signal offers
higher consistency for the overall traffic system. This
trend of consistency can also be seen in the outcome
shown in Fig. 6.
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Fig. 5. Simulation outcome of clearance
controller value

Table 4. Clearance counter and number of vehicles

cleared
Channels | Clearance counter | No. of vehicles cleared
Ch 1 34 451
Ch 2 44 700
Ch 3 34 500
Ch 4 39 750

The outcome exhibited in Fig. 6 is an extensive
version of the prior result of controller values. It is
mathematically exhibited as,

cons (C) = [array C "] 2)

The above Eq. (2) showcases the computation
of the consistency of generating a clearance signal.
Cons (C,) is fundamentally a secondary assessment
parameter considering the array of obtained traffic
commands. However, this computation is carried
out with respect to the time of generating the traffic
command, and hence, its unit is seconds. The prime
notion is to exhibit consistency of duration spent in
junction points for relaying the clearance signal.

The graphical results shown in Figs. 7 and 8 show
individual outcomes for four different forms of map
datasets considered for analysis with respect to the mean
duration of journey and cumulative power utilization,
respectively. The computation is carried out as follows:

Mdj = mean (d )" (3)

P=>" M, 4)

Egs. (3) and (4) are meant to exhibit the
computation of the mean duration of journey, M '
and power utilization, P,. The system computes the
duration for each channel dch with respect to all the
junction points m and finds its average. It is to be noted
that this duration computation starts from the instance
the traffic command is relayed. From the perspective of
power computation, the system allocates an initialized
power (pinit) and considers that amount of power (pd)
is required to forward d size of data in one second.
Hence, the individual power utilized by a vehicle is
computed as Eq. (5)

Ap, = pinit-pd %)

This computation is carried out for all m junctions
to finally obtain the cumulative utilized power P,

The outcome in Figs. 7 and 8 shows that
the mean travel time for the proposed scheme
is approximately 25% reduced compared to the
CoLight model. An extensive test environment has

Table 5. Comparison with modern methods

Approaches Computational effort
Proposed Low—Medium
Neural network (Biyik & Yigitcanlar, 2020; Damaj et al., 2022; Zhou et al., 2021) High

2021; Tang et al., 2021)

Fuzzy (Haghighat et al., 2020; Ojala et al., 2020; Servizi et al., 2021; Shi et al., 2022; Simi¢ et al., High

Computational intelligence evolutionary (Chen et al., 2022; Husnain et al., 2023; Jain et al., 2022) High

2019; Lee et al., 2021; Qadri et al., 2020)

Analytical learning method (Chavhan et al., 2021; Eom & Kim, 2020; Iliopoulou & Kepaptsoglou,

Medium-High

Malek et al., 2021; Tak et al., 2021)

Artificial intelligence (Akhtar & Moridpour, 2021; Benterki et al., 2020; Lytras et al., 2020; High
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been considered, adopting 6x6 uniflow, 6x6 biflow,
New York, and Hangzhou as the frequently adopted
urban transportation maps, where both the proposed
and existing CoLight models were assessed. The prime
reason for the accomplished outcome is that CoLight
uses reinforcement learning in combination with a
graph attentional network (which is also used in the
proposed scheme), and it offers a benefit to perform
prediction for hundreds of traffic signals without much
dependency on indexing neighboring intersections.
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Fig. 6. Simulation outcome of consistency
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However, the proposed scheme adds upon LSTM that
can further handle complex forms of variable-length
sequences by allocating different weights to distinct
parts of sequences. This significantly improves the
predictive performance of the proposed system in
shorter time ranges. Apart from this, the proposed
model is also proven highly adaptable to different
traffic scenarios (e.g., 6 X 6 uniflow, 6 x 6 biflow,
New York, and Hangzhou), which causes less power
consumption even in the presence of fluctuating traffic
conditions. From a computational burden viewpoint,
the proposed scheme can be used on different locations
and is highly adaptive to different traffic, with only
one-time training.

The next part of the implementation performs
an analysis for a counter for clearance and quantity of
vehicles being cleared in a defined traffic location, as
exhibited in Fig. 9. The outcome in Fig. 9 showcases
four test channels, which represent adjoining lanes
at an intersection point of traffic. Fig. 9a shows that
the proposed scheme is capable of maintaining
nearly similar consistency of vehicle occupation and
clearance on all four tests connected lane systems in an
intersection, while Fig. 9b exhibits a maximum number
of vehicles being observed to be cleared from each
channel. The outcome evidently showcases that the
proposed scheme can maintain better consistency on
multiple lanes irrespective of any dynamic congestion
occurrences in the ITS environment.

Furthermore, Fig. 10 showcases the analysis
of time complexity by evaluating the algorithm
processing time consumed by the existing CoLight and

A
ch_a
2 Ch_3 e
3
o
=
2
Ch_1
(o] 10 20 30 40 50
B Clearance Counter

Channels

0 200 400 600 800
No. of vehicles Cleared

Fig. 9. Analysis of vehicle clearance system.
(A) Counter for clearance. (B) Quantity of cleared
vehicles
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Fig. 10. Analysis of time complexity

the proposed system. It shows that the proposed system
consumes approximately 23% of reduced processing
time as compared to the existing CoLight. The prime
reason behind this is that the existing CoLight does not
offer a comprehensive attribute of traffic to undertake
global decisions, whereas the proposed system uses
both local and global attributes using CI to make the
decision easier and faster. Further, the computational
effort of the proposed scheme has been compared
with the relevant approaches to find that the proposed
scheme excels in reduced computational effort in
Table 5. The prime reason behind this is that the
proposed scheme extracts various intrinsic features,
e.g., direction, dimension, and speed of vehicles,
along with consideration of lane capacity, to carry
out modeling. Acquisition of such information takes
less time as it can be derived straight from the ITS
infrastructure, while less training is required owing to
highly adaptive operations carried out by the LSTM-
based attention graph model. This phenomenon
turns the proposed scheme into less iterative and
more progressive, causing less involvement of
computational resources while performing dynamic
traffic management in the ITS environment.

6. Conclusion

This paper presented a novel computational
model for performing autonomous traffic management
with an explicit deployment of a vehicular network
in the ITS environment. The proposed study model
was designed using analytical research methodology
by harnessing the potential of AI- and Cl-based
approaches. The essential and novel contribution of
the study model implementation is as follows:

e  Deployment of LSTM with attention network
and reinforcement learning assists in realizing
an appropriate state of dynamicity in the traffic
environment that can offer precise decision-
making in the ITS environment.

e  Theproposed model has been tested over multiple
traffic environment data (Hangzhou, New York,
6 x 6 biflow, 6 x 6 uniflow). The outcome
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exhibited approximately 96% minimized power
consumption and 85% minimal travel time.

o The scheme presents a generalized evaluation
platform where traffic management problems
can be assessed and solved effectively.

e  The proposed system model also presents a
novel ITS distributed graph-based topology
constructed using the velocity, direction, and
location information of vehicles.

° A novel Cl-based scheme has been implemented
using a fuzzy ruleset toward facilitating effective
decision-making for clearing the congestion and
thereby contributing toward optimized service
relaying in ITS.
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Abstract

India is emerging as a key destination for global automobile makers, prompting businesses to improve their abilities
in product design and development to grow within the technology-focused automobile sector. Managing new product
development (NPD) poses significant challenges within the dynamics to remain competitive. A well-defined and
proven NPD process in the automobile industry results in high-quality, cost-effective, and timely product delivery
to the market. Various frameworks have been proposed in the literature, and limitations highlight the need for a
more flexible, integrated, and adaptive NPD model. Utilizing Cooper’s highly efficient Stage-Gate framework, this
research proposes a new NPD process framework to enhance the performance of the automobile industry. Based on
the limitations of existing stages and gates used and a survey among the NPD professionals, detailed activities of the

stages and associated gates have been presented.

Keywords: New Product Development, New Product Development Process Framework, Stage-Gate System

1. Introduction

New product development (NPD) is the process
of transforming identified market opportunities into
a profitable product ready for sale, typically involving
a series of steps that companies can utilize to achieve
commercialization objectives (Khannan et al., 2021).
The literature offers various definitions and explanations
regarding the boundaries of NPD. To ensure the
effectiveness of NPD, it is crucial to establish seamless
coordination among various departments such as
manufacturing, engineering, research and development
(R&D), marketing, finance, and purchasing. The
marketing department takes the lead by conducting
an assessment of the new product, followed by the
formation of a cross-functional team dedicated to
the development of the said product (Gurbuz, 2018).
The development of new products is the basis of
manufacturing companies as it is the key to leading
the market (Rahim & Baksh, 2003). The survival and
growth of a company in today’s rapidly evolving market
heavily rely on the creation of novel and enhanced
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products (Zhu et al., 2019). Year by year, technological
advancements alter the market landscape, causing
fluctuating customer demands and increasing market
flexibility, which in turn makes NPD more complex
to manage. Functional teams are often deployed
to streamline the complex tasks involved in NPD,
from design to launch (Cano et al., 2021). The true
facts are that, out of every seven new product ideas,
approximately four undergo development, one and a
half are introduced to the market, and only one achieves
success (Agrawal & Bhuiyan, 2014). No company
likes to develop defective products or cancel the launch
because of them. The cancellation of projects in the
product development (PD) phase has a negative impact
on the industry; such cancellations result in the loss of
valuable resources, create a competitive disadvantage
by not introducing new or improved products to the
market, and lead to overall financial losses (Almeida
et al., 2020). Hence, having a systematic NPD process
framework is essential for reducing risks, optimizing
resources, improving collaboration, and increasing the
likelihood of developing successful products.
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Intense international competition, driven by rapid
technological progress and ever-changing consumer
demands, highlights the critical need for companies to
develop innovative and competitive new products to
succeed. NPD gives organizations an excellent chance
to maximize profits and enhance efficiency. To meet
the increasing demand for high-quality products that
address evolving customer needs, organizations must
deliver superior products quickly, leaving no room
for errors in the NPD process (Lapunka et al., 2023).
Studies consistently show that companies that align
their new products with shifting consumer demands
are more likely to succeed than those that neglect NPD
investments (Brown & Eisenhardt, 1995; Poolton &
Barclay, 1998; Yadav etal., 2007). In today’s fast-paced
business environment, where customer preferences
change rapidly, companies must be agile in adapting
to these shifts (Singh & Garg, 2015). To succeed,
organizations must strengthen their PD capabilities
and create products that reflect evolving consumer
demands. The NPD process is crucial, especially for
companies in markets where product changes happen
rapidly (Yadav etal., 2007). Traditional PD methods are
slow and prone to significant inefficiencies, with many
companies taking three to 4 years to bring a product
to market. A study by Anand & Kodali (2008) found
that nearly 50% of PD costs are wasted in the NPD
process. Furthermore, Rajeshwari (2017) revealed
that fewer than 15% of generated ideas succeed in the
market, although leading companies achieve an 82.2%
success rate, while others only reach 52.9%. These
inefficiencies lead to substantial costs, wasted effort,
and energy due to high failure rates. While formal
NPD processes are standard in most companies and
no longer provide a competitive edge (only 6% report
lacking such processes), organizations are increasingly
adopting flexible, customized approaches tailored
to the complexity and size of each project (Brem &
Kurzdorfer, 2016). In modern organizations, NPD
presents significant risks, but successful companies
attribute their success to strong, effective processes
that emphasize quality and efficiency.

A well-structured NPD process framework
is crucial for guiding functional teams through the
product design and development phases with clear,
logical, and sequential activities, often illustrated
using flowcharts (Yin & Zhang, 2021). When activities
are unclear, illogical, or disorganized, it leads to
wasted effort, misdirected work, frequent clarification
meetings, inaccurate resource and schedule estimates,
excessive task dependencies, and ongoing problem-
solving, all of which hinder the NPD process.
Therefore, it is vital to focus on systematic screening,
monitoring, and progression frameworks to address
these challenges effectively (Owens & Davies, 2000).
Companies continuously refine their frameworks,
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with a focus on time, cost, and quality, to meet market
demands efficiently and reduce the risk of failure.
Leading companies consistently leverage robust NPD
frameworks to maintain their competitive advantage.
Adopting the right framework enhances planning and
decision-making, optimizes technology use, allows for
evaluation at key milestones, improves cost-efficiency,
encourages creativity, strengthens market penetration,
boosts revenue, and drives quality improvements.
NPD frameworks come in various forms, tailored
to the specific needs of different organizations,
industries, and products. The choice of framework
depends on factors such as product characteristics,
market volatility, organizational culture, and the level
of innovation desired.

NPD in the automobile industry is a complex and
highly competitive process that must consider several
key factors due to the industry’s rapid technological
advancements, evolving consumer preferences, and
intense global competition. The nature of competition
in the automobile industry influences how companies
approach NPD and refine their strategies. According to
the 2017 Project Management National Conference in
India, the automobile PD process is complicated due to
factors such as simultaneous engineering, concurrent
activities in PD, the need to introduce the right
product to the right market, ensuring each product
contributes to overall organizational profitability, and
managing the risks associated with running multiple
projects or programs concurrently. All these factors
make it essential to have a robust process with a
continuous plan for improvement. The NPD process
must be flexible and adaptable to changing market
and customer demands. An efficient, simplified,
and flexible NPD process is crucial not only for the
survival of a company but also for distinguishing
successful firms from less successful ones. As a result,
top-performing companies are evolving their NPD
processes by incorporating elements of adaptability,
agility, and speed into the traditional framework, which
is considered rigid (Smolnik & Bergmann, 2020).

The expanding range of NPD frameworks
reflects a continuous drive to improve and streamline
the process of bringing innovative products to market.
The automobile industry has continually worked to
improve its PD processes, aiming to reduce failure
risks while enhancing efficiency and product quality.
The NPD process is essential to this effort, offering
a systematic approach to conceptualizing, designing,
and launching products. Despite the structured
approach, failure cases are not uncommon in the
industry, often arising from gaps in the utilization of
the NPD framework. The literature review explores
the industry scenarios, identifying challenges and
analyzing the role of the NPD process in addressing
these challenges.
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Scholars such as Cooper (2001) have highlighted
the Stage-Gate model as a common approach within
the industry, emphasizing iterative development
and decision-making checkpoints. Effective NPD
utilization has been linked to reduced time-to-market,
improved product quality, and enhanced customer
satisfaction (Clark & Fujimoto, 1991). Failure cases
in the automobile industry, such as technical failures,
market failures, regulatory failures, and supply chain
disruptions, reveal recurring themes of insufficient
risk management, inadequate stakeholder engagement,
and lack of iterative feedback loops within the NPD
process. Despite the popularity of the Stage-Gate
framework and efforts to improve NPD performance,
innovation failure rates remain high, ranging from 70%
to 98%. For an NPD team, Stage-Gate is not merely a
process but a series of decision points aimed at aligning
resource allocation with business potential. As a result,
NPD teams require a more dynamic environment
that emphasizes guidance, problem-solving, and
knowledge-based risk management, extending beyond
the constraints of the traditional Stage-Gate system
(Rigen & Welo, 2013). Implementing the Stage-Gate
NPD framework can be challenging. It is important
not only to modify the Stage-Gate process but also to
examine the company’s existing business model and
capabilities. Companies must take a dynamic approach,
continuously reassessing their business models and
capabilities, to effectively address challenges and
leverage external collaborations (Jaksic et al., 2014).

Stage-Gate is often misunderstood, with one
common misconception being that it is a linear and
inflexible process (Cooper, 2008). It focuses primarily
on internal organizational factors and follows a
linear process from exploration to commercialization
(Masyhuri, 2022). Common issues with Stage-Gate
include:

(1) Too many projects are driven by customer or
sales force demands, often leading to quick,
uncritical project initiation.

A lack of mechanisms to terminate projects once
they have started, resulting in them continuing
without clear Go/Kill decision points.
Insufficient criteria for Go/Kill and prioritization
decisions, with nearly 50% of firms admitting
weaknesses in this area.

Senior management not being sufficiently
engaged in the decision-making process, often
due to time constraints, lack of understanding, or
unpreparedness to make crucial decisions.

The difficulty in terminating projects that seem
promising is due to pressure to bring projects to
market (Cooper, 2002).

The traditional Stage-Gate process has proven to
be cumbersome and less effective in today’s complex,
unpredictable, non-linear, and interactive market
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environment (Wind & Mahajan, 1997). Traditional
gates are often overly rigid or focused on financial
metrics, making the system excessively controlling,
bureaucratic, and burdened with unnecessary
paperwork, checklists, and tasks that add little
value. Consequently, many leading companies are
re-evaluating and redesigning their gating systems
(Cooper, 2014). Since its introduction 40 years ago,
leading firms have refined the model, incorporating
techniques like value stream mapping to eliminate
bureaucracy and adopting concurrent and parallel
processes (Cooper, 2022). Automobile companies
that have modified their Stage-Gate processes tend to
report various enhancements, including:
(1) The utilization of virtual teams.
(2) The integration of collaborative and virtual tools
for NPD.
(3) The establishment of formal strategies dedicated
to NPD.
(4) The adoption of structured procedures to guide
the NPD process (Ettlie & Elsenbach, 2007).

By addressing the gaps in NPD utilization and
drawing lessons from past failure cases, the automobile
industry can enhance its resilience and drive
sustainable growth. Both management and engineers
view the current process as lacking the flexibility
and scalability needed to handle the diverse range
of projects undertaken by an automobile company.
Consequently, there is a need to study the stages and
activities of the NPD process and their alignment with
various project types. This analysis aims to pinpoint
critical challenges and gather the necessary insights
to develop a framework for process improvement.
Therefore, the objective of this study is to optimize the
existing Stage-Gate NPD process within an automobile
company while incorporating cutting-edge practices in
automobile PD. To achieve this, the study will focus
on the following goals:

(1) Identify best practices in automobile NPD
through an in-depth literature review and analysis
of industry applications.

(2) Conduct a performance measurement survey to
uncover areas for improvement in the current
NPD process framework.

(3) Propose an improved NPD process framework
that addresses the key areas of improvement
identified.

1.1. Challenges of NPD

With the evolution of technology and the
growing need for flexibility in response to market
demands, products and processes are becoming
increasingly intricate. This increased complexity
introduces additional risks to the NPD process. The
ever-increasing customer demands can be viewed
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as a challenge. Another hurdle is related to gaining
knowledge and efficiently handling uncertainty
to reduce the chances of failure in the PD process
(Cooper & Scott, 2003). The focus of the organization
has now turned to short-term objectives, leveraging
technological advancements such as rapid prototypes,
virtual-reality prototypes, digital twins, artificial
intelligence, computer animations and simulations,
product lifecycle management, product data
management, and other tools. This shift has led to a
notable rise in the quantity of “small projects” and
improvements in NPD methodologies within the
development process (Cooper, 2022). Ensuring the
transfer of knowledge between different functional
areas and during smaller exchanges between
individual team members is a fundamental and
recurring challenge in NPD (Ringen & Welo, 2013).
The current NPD process includes many time-wasting
activities with bureaucratic procedures, a lack of focus,
and limited learning opportunities (Gronlund et al.,
2010). The PD process, when executed in sequence,
frequently leads to extended lead times and increased
product costs (Kazimierska & Grebosz-Krawcezyk,
2017). The current NPD process is typically outlined
in phases and documented in brochures or procedure
manuals. However, these documents are often created
by central staff not involved in actual development,
leading to their perception as mere management
procedures. Consequently, project managers and
engineers may ignore them, and they quickly become
outdated as new practices evolve (Tennant & Roberts,
2003). The existing NPD process also suffers from a
lack of various management procedures, well-defined
feedback loops for transferring information, and data
metrics for assessing and evaluating performance
(Ranjan, 2014). Chirumalla (2017) has identified
nine significant hurdles in the management of the
NPD process. These challenges pertain to resources,
time-readiness, and schedule, gated administration,
ways of working, communication and time-sharing,
learning, business case, coordination and alignment,
and competencies. Engineer-to-order companies
encounter difficulties in introducing new products
due to their customized manufacturing process. These
difficulties encompass shorter design cycles, quicker
market entry, enhanced product quality, and ongoing
cost reductions to maintain competitiveness (Kumar &
Wellbrock, 2009). As a result, managing the process
of NPD has become increasingly challenging for
businesses due to the significant investment of time,
finances, and human resources it demands. As per
Yang (2016), process complexity is one of the issues
in NPD. The NPD process presents a unique set of
challenges in comparison to other processes. It requires
careful navigation and effective management (Wynn &
Clarkson, 2018).
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1.2. NPD Process

The NPD process is essential for the success
of businesses, especially in today’s competitive
global market driven by rapid technological progress
and evolving consumer preferences. According to
Phillips et al. (1999), the product’s quality (product
performance) is greatly influenced by the quality of the
NPD process. To meet the increasing need for high-
quality products that meet the changing requirements
of customers, organizations must ensure the delivery
of improved products within tighter deadlines,
allowing no margin for error in the process of NPD.
The NPD processes require the participation of
essential functional departments within the company,
which encompass strategic planning, marketing,
product design and development, manufacturing,
maintenance, quality, sales, and financial planning.
It is organized in a manner that involves engagement
with both internal and external stakeholders, including
customers and suppliers (Ulrich et al., 2009). The NPD
process encompasses all activities involved in bringing
a new product to the marketplace, including idea
generation, screening, testing, and obtaining customer
approval (Wijewardhana et al., 2021). In general,
NPD requires eight stages. At the conclusion of every
phase, a company must decide whether to proceed to
the subsequent phase, abandon PD, or seek additional
information. Fig. 1 illustrates the eight stages of the
NPD process and is explained below.

(1) Generation of new product ideas: This is the
first stage of the NPD process. Various ideas
are created using idea-generation techniques,
which will help to satisfy needs and examine
the evolving technologies. Internal sources,
that is, internal departmental members; external
sources, that is, customers and competitors; and
other sources such as seminars, universities,
and investors, are the main sources for idea
generation. The survey, which involved 750
interviews with Chief Executive Officers (CEOs)
of global businesses, revealed that employees
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Fig. 1. New product development process
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were responsible for generating 41% of new
product ideas, customers contributed 36% of
ideas, and the R&D department generated only
14% of ideas (Gurbuz, 2018).

Screening and evaluation of ideas: It is a
systematic criterion to evaluate the potential of
the new product idea. Differentiation between
useful and less useful ideas based on various
types of feasibility criteria decides the selection
of the best ideas.

Concept development and testing: Once the
best ideas are selected, product concepts are
developed wusing specific concept selection
techniques.

Marketing strategy: At this stage, marketing
strategies are determined, including market
identification, pricing for the new product, and
long-term strategic planning.

Business analysis: It involves studying the
estimated economic feasibility of a new product
idea, including finalizing the capital and revenue
budget based on a make-or-buy decision.

PD: This involves upgrading the product’s
characteristics to align with  customer
preferences, along with further development in
manufacturing, cost estimation, packaging, and
distribution. Prototype development and testing
activities are completed, and facilities, tooling,
and gauges are designed and developed.

Test marketing: It evaluates major market
acceptance through market research, assessing
all marketing elements such as the new product
concept’s target market, market position,
advertising, distribution, packaging, and costs.
Commercialization: It involves the actual
introduction of the product into the market,
including all related resources and decisions. The
product launch and associated plans are finalized
and executed.
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1.3. Review of NPD in The Automobile Industry

The automobile industry’s PD process is
inherently complex, with varying levels of difficulty
depending on the project. Even in the simplest cases,
teams must design and develop hundreds, if not
thousands, of components. This process must also
incorporate customer requirements, design feasibility,
performance and safety standards, product quality
and reliability, and real-world usage conditions,
resulting in an extensive list of factors to consider.
Several key factors make this process even more
critical: the integration of simultaneous engineering
and concurrent activities in vehicle development, the
necessity of launching a flawless product in the right
market on the first attempt, ensuring that every product
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contributes to the organization’s overall profitability,
and effectively managing the risks associated with
running multiple projects or programs simultaneously
(Koranne & Shende, 2017). PD in automobile NPD
differs from other industries due to its complexity,
long development cycles, and high regulatory
requirements (Ulrich & Eppinger, 2020). Unlike
consumer electronics or software, where products can
be developed and launched within months, automobile
NPD often takes several years due to extensive research,
engineering, prototyping, and rigorous safety testing
(Thomke & Feinberg, 2006). The process involves
collaboration across multiple disciplines, including
mechanical, electrical, and software engineering, as
modern vehicles integrate advanced technologies
such as autonomous driving, electric powertrains, and
connectivity features (Nieuwenhuis & Wells, 2015).
In addition, automotive NPD must comply with strict
government regulations and safety standards across
different markets, making testing and validation
more intensive than in many other industries. The
high costs associated with tooling, manufacturing,
and supply chain coordination further differentiate
it from industries with lower capital investment
requirements (Clark & Fujimoto, 1991). Furthermore,
customer expectations for durability, performance,
and reliability in automobiles necessitate extensive
real-world testing, unlike industries where updates
and patches can be released post-launch. These factors
make automobile NPD more resource-intensive, risk-
prone, and time-consuming compared to many other
industries.

An effective NPD process framework, coupled
with robust communication, data management, and
knowledge handling, stands as a basis for success in
NPD projects. Within the dynamic landscape of India’s
manufacturing industry, particularly in the automobile
sector, managing NPD poses a significant challenge.
India’s automobile market was valued at Rs. 10,000
crore in 2021 and is expected to reach Rs. 16,000
crore in 2027, registering a compound annual growth
rate of 8.1% over the forecast period 2022 — 2027.
As per the Ministry of External Affairs declaration
in August 2023, India’s auto industry is expected
to rank 3" in the world by 2030. Due to the rise in
middle-class income and the rising young population,
the Indian automobile market is expected to witness
strong growth. In addition, due to the rising demand
for automobiles, exports from the country have also
seen a significant increase. The automobile sector
accounts for 7.1% of India’s gross domestic product
and 49% of the manufacturing gross domestic product.
This industry provides direct and indirect employment
to 1.9 crore people in India. As India emerges as a hub
for international car manufacturers, businesses are
looking to enhance their capabilities in product design
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and development within the country to expand their
presence in the knowledge-driven automobile industry.

Developing a new product in the automobile
industry is a highly complex process. It involves
designing and manufacturing hundreds of components,
coordinating communication across multiple functions,
and ensuring the seamless synchronization of various
functional deliverables, each triggering a series of
dependent tasks. With this complexity comes inherent
risks. These challenges, along with many others, make
it crucial to have a well-structured process in place,
supported by a continuous improvement plan (Koranne
& Shende, 2017). Numerous researchers have previously
focused on developing NPD processes tailored to the
automobile industry. For instance, the self-assessment
NPD process was modified and implemented by
Tennant & Roberts (2003) at Land Rover. This led to
a notable enhancement in the performance measures of
the Freelander compact sport utility vehicle program.
Sumantran (2004) conducted a study on Tata Motors’
new product introduction process, focusing on the
development of a new Sedan Indigo within a span of
approximately 20 months. The study highlighted the
effectiveness of Tata Motors’ approach, which involved
a formal vehicle development process, concurrent
engineering, math-based simulations, and disciplined
manufacturing planning. The implementation of this
approach has resulted in significant benefits for the
company. A review was conducted on the application
of process models, such as the Stage-Gate NPD
process framework, to effectively structure and guide
the NPD process in the automobile industry. The
review concluded with lessons from a benchmarking
study on implementing these process models and
offered suggestions for future research to enhance
their implementation and effectiveness (Chao & Ishii,
2005). An investigative study aimed at enhancing the
NPD process in an automobile company, supported by a
comprehensive literature review and both qualitative and
quantitative research, identified areas for improvement
and facilitated the successful implementation, adoption,
and adaptation of the process by key drivers (Williams,
2008). The findings of a qualitative meta-analysis
involving 16 empirical studies on the success of
NPD in the automobile industry reveal a gap between
knowledge about the practical relevance of NPD
dimensions such as the development process, resources,
and strategy and their systematic assessment in practice
(Gerhard et al., 2008). A comprehensive PD process
(PDP) for the automobile industry was presented,
encompassing all stages from market research to sales.
This includes customer input, conceptual design,
detailed design and engineering, manufacturing process
and production, and sales and distribution. The essential
features of these five stages were outlined, and specific
techniques for their implementation were detailed from
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a macro perspective with real-life examples (Liang,
2010). A thorough analysis of the six-stage Stage-Gate
approach to PD across six different companies found
that organizations structured around cross-functional
teams tend to favor a low-phased approach, whereas
those with a strong functional structure tend to adopt a
higher number of phases and gates, indicating a high-
phase approach (Phillips et al., 1999). A case study of the
Indian automobile industry investigated the impact of
original equipment manufacturer collaborations on the
convergence of PD processes. It mapped the relationships
between automobile companies and other auto original
equipment manufacturers in India, concluding that a
standardized PD process helps in reducing development
cycle time, minimizing platforms, involving suppliers
throughout the development stage, promoting cross-
functional collaboration, implementing concurrent
engineering, and standardizing work practices
(Loganathan & Jayakrishnan, 2014). Lean PD was
adopted to transform the process of developing Indian
automobile products, leveraging foundational lean
principles, waste reduction strategies, and a fundamental
framework for applying lean practices within the PD
process in the Indian automotive industry (Anand et
al., 2009). A framework known as Automotive-PDP,
developed to oversee the PD process in the automotive
industry, was validated through a literature review and
a study involving three global automakers from Asia,
Europe, and America (Silva & Kaminski, 2017). A study
of a small automaker in Malaysia highlighted that its
approach to NPD, although aligned with generic NPD
processes, integrates concurrent engineering practices.
This emphasizes the importance of a structured NPD
framework for frequent new product introductions
and effective management of risks and uncertainties
(Boejang et al., 2017). The following section explores
the literature, highlighting the need to redesign NPD
process frameworks in the automobile industry.

1.4. The Need for Redesigning The NPD Process
Frameworks

Research consistently shows that companies that
adapt their new product offerings to meet evolving
consumer demands are more likely to succeed than
those who fail to invest in NPD initiatives (Brown
& Eisenhardt, 1995; Fernandes et al., 2017; Poolton
& Barclay, 1998). In every automobile industry, the
NPD process has significant value because it greatly
influences the whole value chain and decisions
on fundamental aspects such as quality, cost, and
time. Thus, it is essential to customize the NPD
process according to the specific industrial sector.
Manufacturing firms within the automobile industry
face the challenges of improving their NPD procedure,
particularly when operating in markets that demand
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innovation, reduced time-to-market, an extensive
product portfolio, and superior quality (Fernandes
et al, 2017). Today, many automobile companies
are redesigning their NPD process to be more agile
through better governance and portfolio management
practices. Some organizations have also created open
innovation modifications to their stage procedures or
have shifted toward fully automated systems for NPD.
Creating new products presents a more significant
obstacle than simply extending product lines.
Therefore, it requires a more efficient risk management
strategy in the NPD process. By improving their
grasp of risks and critical factors that may hinder the
success of the NPD process, companies can boost their
operational effectiveness and improve their ability
to predict potential challenges that may affect NPD
process results (Salavati et al., 2016). Hence, it is
essential to consider redesigning your NPD process if
it has been in place for over 5 years or if your idea-
to-launch system does not incorporate current best
practices (Cooper, 2008). Many reasons discussed
in the literature define the need for redesigning NPD
process frameworks. The arrival of multiple foreign
companies in the Indian automobile sector has brought
about a diverse mix of domestic and international
firms through foreign direct investment through
greenfield investments, mergers and acquisitions,
joint ventures, or contract manufacturing. This has
made it necessary to incorporate innovative process
improvement techniques in the PD frameworks of
these companies (Anand et al., 2009). The expansion
of regional and global customer and resource markets
due to globalization has increased international
competition, leading to significant changes in the
competitive landscape and practices across various
industries. The collaborations between Indian home-
grown automobile companies and major American,
European, and Japanese players have brought about
significant transformations in the PD processes
within the Indian automobile industry (Loganathan &
Jayakrishnan, 2014). Manufacturers are in competition
to enhance performance by reengineering their
processes for NPD to accelerate speed, lower costs,
and better meet customer demands (Arnold & Floyd,
1997). The implementation of business strategies
such as downsizing, outsourcing, and reengineering
has resulted in the creation of more streamlined,
cross-functional organizations and has fundamentally
changed the relationship between companies,
employees, customers, and other stakeholders. This
has had a significant impact on all aspects of life
and business operations, requiring a reevaluation of
NPD process frameworks to adapt to these evolving
changes (Wind & Mahajan, 1997). In the current fast-
moving environment, upper management demands
a shortened NPD cycle, necessitating the immediate
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delivery of new product projects to the market.
However, as highlighted in a Forbes article, speeding
up innovation carries risks, it may hinder creativity.
Hence, the process must be redesigned instead of just
condensing the conventional process (Mayer, 2020).
In the automobile industry, NPD is a highly complex
process involving numerous part developments,
managing  communication  across  functions,
synchronizing deliverables, and addressing associated
risks, necessitating a robust process with continuous
improvement plans (Cooper et al., 2003). Hence, top-
performing companies are transforming their NPD
processes by incorporating adaptability, flexibility, and
speed into the traditional Stage-Gate model, known for
its inflexible structure (Smolnik & Bergmann, 2020).
The next section focuses on a discussion of the five
most used NPD process frameworks, out of which the
Stage-Gate process offers several advantages.

2. NPD Process Frameworks

Yin & Zhang (2021) defined the NPD process
framework, which represents unambiguous, logical,
and clearly defined stages in the form of flow charts
that describe the design and development activities
of the product to be performed by functional teams.
Framework translates theory into practice through
systematic means and clearly depicts the leadership
goal for the organization (Wang & Kourouklis,
2012). Numerous studies have been undertaken and
published about the NPD process frameworks. The
crucial task for any organization is to have a proper
NPD process framework to guide the NPD team so
that quality products are successfully introduced into
the market with a reduction in cost and development
time. According to Shepherd & Ahmed (2000), a
robust NPD framework not only sustains product
advantage but also enhances new product success,
improves company health, and serves as a significant
source of competitive advantage, offering benefits
such as reduced PD costs, accelerated time to market
for first-mover advantages and new product benefits.
The five most used NPD process frameworks are
selected for discussion in this section, highlighting the
importance of the Stage-Gate NPD process framework
as compared to Booz, Allen, and Hamilton (BAH),
Lean startup, IDEO, and exploratory PD model (Ex-
PD) frameworks.

Table 1 compares these five NPD process
frameworks across various aspects, including
applicability, implementation process, decision-making,
objectives, management, and costs, all of which are
critical for the successful execution of NPD. These
factors vary depending on the industry, company,
product type, and market conditions. The information
discussed about each of the five frameworks serves
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Exploratory product development model

(Ex-PD)

Mary Drotar and Kathy Morrissey (2015)

holistic management, integrating vital

elements: strategy, portfolio management,

organization/teams/

culture, metrics, market/customer

understanding, and process.

Costs escalate with each stage. Generally,

revenue is not generated during the product’s

development phase.
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as the basis for comparing them against each of
these aspects. The comparison reveals that these five
NPD process frameworks are well-suited for NPD in
Indian industries, and the Stage-Gate NPD process
framework proves to be more potent as compared to
others. Although other frameworks are effective and
useful under certain conditions, the Stage-Gate process
offers several advantages.

(M

2

3)

“)

Performance and operations: The Stage-Gate
process provides a highly structured, risk-averse,
and systematic approach to NPD, offering
clear decision points, quality control, and
predictability, making it well-suited for complex
projects and large organizations. While BAH,
Ex-PD, Lean Startup, and IDEO offer flexibility
and rapid iteration, they may lack the formal
structure and control that Stage-Gate provides,
making them less suitable for projects requiring
rigorous oversight and detailed planning.
Documentation and traceability of decisions and
progress: The Stage-Gate process stands out in
NPD for its rigorous documentation practices
that ensure thorough traceability of decisions,
progress, and project history. This structured
approach supports accountability, auditing,
learning from past experiences, and effective
communication across teams and stakeholders.
In contrast, BAH, Ex-PD, Lean Startup, and
IDEO, while offering flexibility and innovation,
may not prioritize or achieve the same level of
comprehensive documentation and traceability
in NPD processes.

Cross-functional collaboration: Stage-Gate excels
in fostering structured and formalized cross-
functional collaboration through defined stages
and gates, clear roles and responsibilities, and
formal communication channels. This structured
approach helps integrate diverse perspectives and
expertise across functions, ensuring alignment
and informed decision-making throughout
the NPD process. In contrast, while BAH,
Ex-PD, Lean Startup, and IDEO also promote
collaboration, they may prioritize other aspects
such as financial analysis, technical development,
customer feedback, or creative design, potentially
at the expense of comprehensive cross-functional
integration in NPD.

Documentation and regulatory compliance:
The Stage-Gate process stands out for its
comprehensive documentation and structured
approach to regulatory compliance. Its formalized
stages and gates ensure that all necessary
documentation is in place, making it easier to meet
regulatory requirements and maintain a clear
audit trail. In contrast, while BAH, Ex-PD, Lean
Startup, and IDEO offer valuable approaches to
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Table 2. New product development process framework specifications and requirements

Framework specifications

Framework requirements

New product development (NPD) framework stages involve lots of
technical activities that play an important role in the successful conversion
of product ideas into product function

Technical capabilities

Each activity in each stage is completed within the stipulated period

Product production at an appropriate time and
cost

Smooth flow of stages, reduced reverse flow, easy to follow

A clear and common understanding of the NPD
process

Framework stages emphasize up-front homework

Up-front homework

All new product development framework stages meet consumer needs by
the exploitation of new, unique technology

Use of unique technology

Framework stages successfully converted product ideas into product
functions quickly and on time

NPD process speed

Deliverables of framework stages include a clear definition of the
functions of the product developed

Clear definition of the functions of the product

NPD activities in the framework stages followed all necessary quality
standards

Implementation of quality standards

NPD activities in the framework stages followed all necessary regulatory
practices

Regulatory practice

Deliverables of framework stages include a clear definition of the
functions of the product developed

Clear definition of the functions of the product

NPD activities in the framework stages followed all necessary quality
standards

Implementation of quality standards

NPD activities in the framework stages followed all necessary regulatory
practices

Regulatory practic

Framework stages emphasize market research and customer involvement

Market research and customer involvement

Deliverables of framework stages include a clear definition of the target
market

Clear definition of the target market

Each activity in the framework included a focus on the customer

Focus on the customer

Objectives and deliverables of the NPD framework based on appropriate
marketing strategy

Appropriate marketing strategy

Market size defines the objectives of the framework stages

Market size

Senior management provides internal legitimacy and momentum for the
new idea and concept

Senior management commitment and
involvement

The framework involved cross-functional teams, i.e., marketing,
purchasing, sales, after-sales service, design, and manufacturing

Involvement of cross-functional teams

The framework stages used structured new product development activities

Use of structured NPD process

Human factors such as Experience and a dedicated team are used for the
successful conversion of product ideas into product function

Dedicated team members with relevant
experience in the NPD process and activities

The framework perceives NPD as a strategy for the long term

Long-term vision and strategy

NPD goals that are clearly outlined and visible across the company

Presence of clear goals and milestone
measurement

The framework process included effective internal communication with
team members and management by properly linking activities

Effective internal communication among team
members and management

NPD activities defined in the framework stages support an entrepreneurial
culture in the organization

Entrepreneurial culture in the organization

Framework stages aligned with strategy

Alignment of NPD process activities with
strategy

Human factors such as teamwork, cooperation, support, and guidance used
for the successful conversion of product ideas into product function

Cooperation, support, and guidance within the
team
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Table 2. (Continued)

Framework specifications

Framework requirements

Framework stages support teamwork by maintaining the proper
organizational environment

Organizational environment to support teamwork

Each stage of the framework is passed with Go/Kill decision points in the
process

Go/Kill decision points in the process

Framework stages considered the time of replacement of the product,
considering the product life cycle

The time of replacement, considering the product
life cycle

Framework stages utilized the research and development budget for NPD
activities

Research and development budget for NPD
activities

Project scheduling and monitoring activities are considered as NPD
activities in the framework stages

Project scheduling and monitoring

Framework stages support teamwork by maintaining an innovative climate
and culture

An innovative climate and culture

Framework stages ensured the availability of project/NPD resources and
their management

Auvailability of project/NPD resources and their
management

Framework stages involved innovating ideas in their activities

Innovate idea generation by expert groups

Developing and launching a product within the proper time frame

The right time to launch

The framework stage declared product scoring through the competitor
benchmarking tool

Product scoring through benchmarking
(competitor)

The framework stage declared product scoring through the internal
benchmarking tool

Product scoring through benchmarking (internal)

NPD framework stages require financial resources that play an important
role in the successful conversion of product ideas into a product function

Availability of financial resources

NPD framework stages involve lessons learned from past projects that
play an important role in the successful conversion of product ideas into

Applying lessons learned from past projects

product function

The framework filtered the activities after launch, and lessons learned

were captured

Refining a product after launch and having a
long-term view

Development of a product within the proper time frame

Time to market

NPD framework stage activities are defined considering social

responsibility

Social responsibility

NPD framework stage activities involved statutory and environmental

compliance

Statutory and environmental compliance

NPD framework stage activities defined considering Cultural competence

Cultural competence

NPD, they may lack the detailed documentation
and formal compliance framework that Stage-
Gate  provides, potentially  complicating
regulatory compliance and audit processes.

Specific needs and characteristics of the industry:
The Stage-Gate process offers a structured and
adaptable framework that can be tailored to meet
specific industry needs in NPD, particularly
in regulated sectors requiring rigorous risk
management, quality assurance, documentation,
and cross-functional collaboration. While
BAH, Ex-PD, Lean Startup, and IDEO offer
innovative approaches to NPD, they may not
inherently address the complex requirements
and challenges unique to specialized industries
without additional customization and integration
of industry-specific practices and standards.

(6]
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A total of 60% of all investigated NPD functions
implemented some form of the Stage-Gate process to
enhance product innovation (Adams-Bigelow, 2005;
Griffin, 1997; Kahnetal.,2012). The implementation of
Stage-Gate frameworks provides a top-level overview
to facilitate decision-making at key review points,
dividing the overall process into more manageable
stages to direct information-generating tasks (Phillips
et al., 1999). The Stage-Gate process is characterized
by low risk, immediate rewards, and a focus on
incremental projects (McDermott & O’Connor, 2002).
According to Harmancioglu et al. (2007), the level of
competition in the industry is directly correlated with
the implementation of formal stage gate processes,
and Hamidizadeh et al. (2018) highlighted that the
Stage-Gate model is the most famous model of NPD.
The research findings, especially concerning the
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Indian automobile sector, support existing literature,
confirming the Stage-Gate framework’s suitability
for industries that prioritize meticulous planning and
control. Consequently, the next section investigates
identifying the crucial framework requirements and
specifications essential for developing the NPD
process framework as outlined in this study.

2.1. NPD Process Framework Specifications and
Requirements

The NPD process has gradually developed from
the implementation of productdesignand development
activities. Hence, the design of the NPD process is
greatly impacted by various elements, including
technology, maturity, —management strategies,
business objectives, policies, culture, beliefs, and
more. Manufacturing companies typically adjust or
utilize current PD procedures based on the operational
environment, regulations, and policies in the real
world (Yin & Zhang, 2021). Successful companies
demonstrate increased awareness of customer needs,
prioritize marketing and advertising efforts, excel in
PD, actively seek external expertise, and place trust in
responsible and experienced employees. Integration
of technical, commercial, organizational, marketing,
and social factors can be deemed as an important
multifunctional management mechanism that boosts
the accumulated knowledge exchange, in the success
of NPD in all aspects (Kadwe et al., 2017). Effective
and repeatable NPD demands a balance between
strategic effectiveness, functional excellence, and
operational competence (Connell et al., 2001). The
framework specifications and requirements, shown
in Table 2, are derived from the literature based on
seven dimensions delineating NPD success, such as
strategy, research, commercialization, NPD process,
project climate, company culture, and metrics
and performance measurement. These dimensions
are shaped by benchmarking studies, aiming to
identify the best NPD process framework, expecting
companies to adopt and sustain them (Adams-
Bigelow, 2005; Barczak et al., 2009; Cooper et al.,
2002; Cooper et al., 2004a; 2004b; 2004c).

3. Review on The Importance of The Stage-Gate
Approach For NPD in Manufacturing Industries

The Stage-Gate development framework is
applied within companies to streamline their PD
processes, facilitating the efficient transition of new
products from conception to market launch. This
integrated approach combines project management
principles with necessary processes for product
realization, serving as a conceptual model increasingly
adopted by organizations to mitigate challenges such
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as performance issues, rising development costs, and
delays, thus minimizing risks associated with NPD.
Literature is available on the importance of the Stage-
Gate approach for NPD as a best practice in different
manufacturing industries. Top-performing companies
excel in NPD with an average success rate of 60.2%,
while those in the bottom 20% struggle with over
3.5 times the failure rate, highlighting the importance
of effective NPD management, leading many
firms to adopt Stage-Gate processes as blueprints
(Cooper, 1990; Smolnik & Bergmann, 2020). Several
organizations have adopted phased-review workflow
procedures that cover multiple functions to improve
the development of new products. One widely accepted
method in this regard is referred to as the “Stage-Gate”
process (O’Connor, 1994). Griffin (1997) discovered
that a majority of the NPD functions examined utilized
a Stage-Gate process to enhance product innovation
in manufacturing industries. Barringer & Gresock
(2008) found that the acceptance rate of the stage-
gate model in the United States industrial sector,
currently at 73 percent, emphasizes the valuable
advantages of utilizing a solid conceptual model for
industrial NPD processes. According to Pietzsch
et al. (2009), the primary development model utilized
in the medical device industry is the stage-gate
process. When the Stage-Gate process was initially
introduced, numerous companies such as Procter
and Gamble, Polaroid, The Royal Bank of Canada,
Lego, and Shell adopted either certain components
or the entire process (Broum et al., 2011). Without
a Stage-Gate model, managing cross-functional
communication, stability, and the efficient handling
of NPD processes for a company as large as Ericsson
while maintaining synergy between Stage-Gate, lean,
and agile processes would be extremely challenging
(Davoodi & Aslanzadeh, 2014). According to the
findings by Wuest et al. (2014), implementing the
Stage-Gate model for manufacturing and assembly
processes in industry suggests that an adapted version
of this model can significantly support product and
process quality improvement. It has been determined
that the Stage-Gate model is utilized by 70 — 85%
of the prominent companies in the United States to
oversee the complete journey of developing and
introducing new products or services to the market
(Stosic & Milutinovic, 2014). The Stage-Gate system
is widely recognized as an efficient tool utilized often
by leading companies and is currently regarded as
the norm for a structured NPD process in the present
market (Kazimierska & Grgbosz-Krawczyk, 2017).
To address market fluctuations and uncertainty, some
companies have adopted a hybrid approach using
Stage-Gate and Agile Scrum to reduce time-to-market
and respond more swiftly to changing customer
requirements (Eljayar & Busch, 2021).
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4. Usage of The Stage-Gate Approach in
Manufacturing Industries

According to the literature, the Stage-Gate
approach is very important for NPD in various
manufacturing industries as it enhances efficiency
and minimizes the risk of failure, whether it is for
launching new products or technologies that can
reshape competitive positioning, introducing new
products to boost company revenue, or defending
market share with significantly improved products.
The Stage-Gate model provides a strategic and
practical guide for the process of developing new
products, starting from the initial idea to the final
launch, acting as a blueprint for managing the
innovation process to improve productivity and
performance. Cooper’s Stage-Gate model, the
primary focus of this study, can be considered an
essential example of this era. The Stage-Gate method
divides the innovation process into stages that involve
coordinated, cross-functional, and simultaneous
tasks, with each stage commencing at a checkpoint
accountable for ensuring quality and making Go/
Kill/Hold/Recycle decisions (Stosic & Milutinovic,
2014). A typical Stage-Gate model is illustrated in
Fig. 2 (Cooper, 1990).

Each stage of the diagram represents a component
of the PD process, encompassing a group of activities,
while each gate serves as a review point for the
preceding stage, where decisions are made based on
the information generated. This framework enables
the organization to enhance output quality by focusing
on the process itself, eliminating non-value-added
activities, and reducing risks associated with PD.
Many organizations use a type of Stage-Gate process
to guide their PD. Table 3 summarizes the Stage-
Gate approach implemented in different industries for
developing new products. Although similar, each has
its own uniqueness in its implementation.

The NPD models of different organizations,
as shown in Table 3, show both similarities and
differences. The number of stages ranges from four to
11, and the number of gates ranges from 4 to 10. The
quantity and titles of the stages might differ among
organizations, but they all share a common underlying
goal. Based on the number of stages and gates, the
process is classified into high Stage-Gate and low
Stage-Gate approaches. In most of the processes, the
stage numbers are exactly the same or more or less
equal to the number of gates. Most of the stages and
gates are common for all the models. In some models,
the number of activities from idea generation to launch

Fig. 2. The Stage-Gate approach

Stagel Staged V eate N Staged Staged

)
e
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of the product is divided into sub-activities to make the
NPD simpler and more effective, which increases the
number of stages and gates in the process. Each of the
NPD process models mentioned above is unique and is
implemented in its own distinct way by companies. All
these various NPD process models provide a structured
framework with standardized principles and methods
for PD, ensuring timely and cost-effective market entry
while meeting customer needs. Implementing a model
promotes uniformity across an organization, supported
by sound management decisions and effective risk
management.

5. The Need to Develop A NPD Process
Framework

Observed limitations of this benchmarked NPD
process framework are: (i) very rigid and bureaucratic,
(il) stage-wise lead roles are not defined, (iii) all
activities from the first stage to the last stage and
their one-to-one proper integration is not shown, (iv)
lack of functional integration between departments,
(v) inadequate flexibility for IT Integration, (vi) lack
of feedback process, (vii) lack of involvement of
appropriate stakeholders, (viii) lack of generational
learning, (ix) lack of organized and structured data,
(x) missing management processes, (xi) not designed
for rapidly growing and uncertain conditions of the
market, (xii) not designed for higher risk initiatives,
(xiil) required inputs for each stage are not clearly
defined, (xiv) stage-wise deliverables are not clearly
defined, (xv) most of the models are based on the
traditional Stage-Gate process, and (xvi) coordination
complexity.

Launching new and innovative products into the
market quickly, cost-effectively, and with minimal
risk is essential to meet the targeted demands;
companies are consistently upgrading from existing
PD models to newer ones that are characterized by
increased agility, flexibility, and alignment with
their company’s structure and operations (Munoli,
2017). Shorter life cycles, changing portfolios of
new product opportunities, and associated risks
continue to pressure the NPD teams to produce
a wider range of products. Shepherd & Ahmed
(2000) observed that in many companies, primarily
small and medium-sized, the way products are
developed is completely unstructured. There is
no steady terminology; each company uniquely
defines its NPD process framework, even though
many are similar. An inconsistent NPD process
framework leads to wasted effort, misdirected work,
more clarification meetings, failure in estimating
resource requirements and schedules, excessive
task interdependence, and fire-fighting. To navigate
these challenges successfully and efficiently, it is
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Table 3. Benchmarking of new product development process frameworks followed by industries (Chao & Ishii,
2005; Phillips et al., 1999; Williams, 2008; Loganathan & Jayakrishnan, 2014)

Company name Process title High/low Number of Number of
stages stages gates
General motor Product development process Low 4 | -
Tata motor New product introduction High 7 8
Ashok leyland Genmod High 6 | -
Daimler’s Commercial vehicle development High 8 7
system
Mitsubishi fuso Product creation process High 8 7
Volvo’ Global development process Low 5
Malaysian small-sized Product development process Low 4 8
automaker
Mahindra and Mahindra Mahindra product development system | Low 5 13
Renishaw Renishaw new product development High 10 10
process
ABB ABB gate model High 6 7
GE New product introduction High 9 10
Lucent New product introduction Low 4 8
Rover Project management guidelines High I
BMW Gateway in new product development High 7
Chrysler New product development strategy Low 4 | -
Ford Global product development system High m -
Honda Programmed milestone philosophy High L
BM |- Low S
Xerox |- Low 3 -
Lucas Product introduction management Low I
Motorola | - Low 6 | -
Renault Project management system High 6 | -
Toyota Generic development process High 9 | -
NASA Technical design review process Low I
Whirlpool Corporation C2C product creation process Low 4 4

crucial to focus on systematic screening, monitoring,
and progression frameworks. The structured and
documented approach provides a clear roadmap for
successful NPD (Owens & Cooper, 2001). To remain
competitive, best-in-class companies carefully select
and use the basic attributes of an effective NPD
framework and try for continuous improvements
on multiple fronts to retain the leadership position
(Griffin, 1997). Implementation of an effective
NPD framework improves planning and decision,
technology usage, evaluation at key milestones,
overhead and labor costs, quality of goods and
services, creativity and innovation, need for
engineering and design changes, ability to penetrate
new markets, revenue and margins, inventory cost,
and so on (Shepherd & Ahmed, 2000). Managers
managing the introduction of new products within
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the manufacturing engineering department, as well as
other tasks or stages in NPD, face growing pressure
to enhance the efficiency of the process. The nature
of progress required differs between organizations.
The most common and widely cited improvement
objectives are as follows: reduced costs and cycle
time and increased market share and product quality.
In the next section, a structured form is developed
to gather the inputs of industrial experts to address
the highlighted limitations of existing NPD models
and to meet the needs of NPD experts. The initial
section gathers fundamental background details
regarding the industry and participants (Table 5),
while the subsequent section gathers feedback from
the participants against the questionnaire (Table 6)
based on the scale matrix (Table 4), highlighting the
important measures of NPD process frameworks.
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5.1. Empirical Investigation to Identify The
Need to Address The Modifications of A NPD
Framework

Interviews were performed to verify the
acceptability and practical use of the NPD process
framework specifications and requirements. The
interviews were structured as follows: Specific
questionnaires for best NPD practice, selection of
participants, collection of data, organization of data
collected, and presentation and discussion of the results.
A set of 37 questions was formed as the foundation
for modifications of a PD framework. After answering
each of the questions, the average is calculated.
High score points are considered as acceptance of
framework requirements by industrial experts and are
an input in design and development activities for the
proposed new theoretical NPD process framework for
the automobile Industry.

The selected respondents (Table 5) went through
the defined questions (Table 6) and were assigned a
scale referring to Table 4.

On reviewing the data presented in Table 6,
it is apparent that all survey participants agreed
that the NPD process framework for automobile
companies should include identified specifications and
requirements in design and development activities. In
light of this, the proposed NPD process framework
effectively addresses the concerns expressed by the
participants, as detailed in the following section.

Table 4. Scale matrix

6. Proposed NPD Process Framework for The
Automobile Industry

Fig. 3 depicts the proposed NPD process
framework model, distinguishing between the stages
and the gates for the automobile industry. The
proposed NPD process framework consists of eleven
Stages and Gates across the NPD. The development
routines vary from one stage to another. In each stage,
there are significant, related main activities that are
progressing in parallel with the process as described
in Tables 7-17. For each stage, there are gateway(s)
indicating activities of monitoring and controlling the
ongoing development process. Tables 7-17 show the
descriptions of the activities involved in each of the
Stages, while Fig. 4 to Fig. 14 shows Stage-Gate NPD
activities integration in the form of frameworks.

Each of these eleven stages and gates, as shown
in Tables 7-17, is explained as follows;

(1) Stage one, named market research and concept
inception, includes the lead role of the marketing
department, supported by other departments
such as product planning, finance and budgeting,
design and development, human resources,
launch planning, and the core team. In this
stage, an idea is generated after the study and
compilation of customer data or customer
requirements. The objective of stage one is to
complete twenty-one activities. The deliverables
of stage one are reviewed in gate one, named
idea review, where targets are proposed, and an
assessment of affordable alternatives is weighed,

5 Strongly agree (2) Stage two, named concept verification, includes

4 Agree the lead role of the design department, supported

3 Neutral by other departments such as marketing, product

5 Disagree pl?nning, developm§nt, and the core team.' In
- this stage, the design team develops design

! Strongly disagree features and characteristics after reviewing

Table 5. Profile of respondents
No. Designation of Type of company The sector of the company Product type
respondent

1 Retired manager Multinational Automobile/Ancillaries Highly standardized

2 Vice president Domestic private Electrical and Electronics Standard with custom options

3 Manager Domestic private Automobile/Ancillaries Highly standardized

4 Manager Domestic private Automobile/Ancillaries Standard with custom options

5 CEO Domestic private Others Highly customized

6 GM plant head Domestic private Automobile/Ancillaries Highly standardized

7 Plant head Domestic private Automobile/Ancillaries Highly standardized

8 Director Multinational Others Standard with custom options

9 Manager Multinational Automobile/Ancillaries Highly standardized

10 Manager Domestic private Automobile/Ancillaries Standard with custom options
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Table 6. New product development process survey result analysis

Question How important
is the question?
average score
There should be a process for undertaking portfolio management 4.6
New product development (NPD) goals should be clearly defined and visible within the company 4.9
The company should consider NPD as a long-term strategy 4.6
The mission and strategic plan should help to define strategic arenas for new opportunities 4.8
NPD goals should clearly align with the company’s mission and strategic plan 4.8
Projects in a portfolio that should be aligned with the NPD strategy 4.6
NPD projects and programs should be reviewed on a regular basis in the company 4.8
Shall Opportunity identification be an ongoing process? and can redirect the strategic plan in real-time 4.5
to respond to market forces and new technologies
There should be a ranking or prioritization of NPD projects 4.6
There should be a consideration for balancing the number of projects and available resources 4.7
Concept, product, and market testing should be consistently undertaken and expected with all NPD 4.6
projects
Research should be high if any market research is undertaken 4.6
Customer/user should be an integral part of the NPD process 4.7
Studies of customers and users should be focused on both current and future customer needs and 4.7
problems
The company should avoid changing marketing budget decisions dramatically and up to the point of 4.0
launch
The launch team should be cross-functional in nature 4.7
Cross-functional teams should make decisions concerning manufacturing, logistics, marketing, and 4.6
sales
A project post-mortem meeting should be held after the new product is launched 4.3
Commercialization should be a formal part of the NPD process 4.3
Go/No-Go criteria should be clear and pre-defined for each review gate 4.6
The NPD process should be flexible and adaptable to meet the needs, size, and risk of individual 4.6
projects
The NPD process should be visible and well-documented 4.8
Information technology (IT) infrastructure with appropriate hardware, software, and technical support 4.7
should be available to all NPD personnel
A clear NPD process should exist 4.7
The company should review projects at the point of completion 4.9
The core project team should work on the NPD project from beginning to end 4.8
Each project should have a clearly identifiable stage-wise project leader 4.7
There should be enough formal communication to properly coordinate NPD activities 4.6
The company should appear to have the right number of projects individually assigned to NPD personnel 4.5
NPD should be a Top priority of management 4.4
The company should actively work with customers to identify new product opportunities 4.8
All NPD ideas should welcome those that come from within and outside of the company 4.6
Management should not primarily be focused on operational efficiency and cost savings 4.0
There should be standard criteria for evaluating individual NPD projects 4.6
There should be standard criteria for evaluating individual NPD efforts 4.6
All NPD project evaluations should be stage-wise and by the CFT team 4.3
NPD projects should be killed before they reach launch if they fail to achieve the stage-wise target 3.3
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Fig. 3. The proposed new product development process framework model distinguishes between the gates and the
stages for the automobile industry

3

“

engineering requirements and assessing potential
manufacturing problems. The objective of stage
two requires completing 20 activities. The
deliverables of stage two are reviewed in gate
two, named concept review, after gate one (Idea
Review) approval, where overall targets are set
(Performance, Functional, and Financial), the
preliminary project plan is prepared, R&D funds
get approved, manufacturing and purchasing
opportunities and capacity are reviewed and
confirmed, make versus buy decision and
manufacturing location confirmed, and project
feasibility is confirmed. If found not feasible, the
closing report is preserved in the knowledge of
the management repository.

Stage three, named concept exploration, includes
the lead role of the design department, supported
by other departments such as marketing,
product planning, development, core team,
supplier, launch planning, finance and budget,
and manufacturing engineering. In this stage,
concept selection and concept analysis activities
are completed by the design team. The objective
of stage three requires completing 21 activities.
The deliverables of stage three are reviewed in
gate three, named concept and program approval
review, after gate two (concept review) approval,
where product specification and styling are
frozen, program cost target is frozen, and project
budget code is created, and quality and reliability
targets are signed off.

Stage four, named concept validation, includes
the lead role of the design and development
department, supported by other departments
such as product planning, HR, supplier, launch
planning, finance and budget, and manufacturing
engineering. In this stage, design features and
characteristics are finalized after reviewing
engineering requirements and assessing potential
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)

(6)

manufacturing problems, and comprehensive and
effective manufacturing systems are developed,
ensuring that the manufacturing system meets
customer requirements. The objective of stage
four requires completing 20 activities. The
deliverables of stage four are reviewed in gate
four, named prototype review after gate three
(concept and program approval review) approval,
where based on the voice of the customer and
customer requirements, technical specifications
are developed in the form of PDB, safety data
sheet and design input, and customer input
requirements and preliminary drawings under
PPRF number are released.

Stage five, named design readiness, includes the
lead role of the design department, supported
by other departments such as product planning,
HR, supplier, development, launch planning,
and manufacturing engineering. In this stage, a
detailed design is ready. The objective of stage
five requires completing 15 activities. The
deliverables of stage five are reviewed in gate
five, named as design verification review, after
gate four (Prototype Review) approval, where
based on the EP build and test experience,
drawings are released for procurement of new
parts under PPRF number and final BOM is
prepared thus confirming the designs for further
activity of facility and process planning.

Stage six, named design confirmation, includes
the lead role of the design and development
department, supported by other departments
such as product planning, HR, supplier, launch
planning, and manufacturing engineering.
The objective of this stage is design analysis,
simulation, and manufacturing planning (FTG
planning). The objective of stage six requires
completing 14 activities. The deliverables
of stage six are reviewed in gate six, named
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(6) CAE updated based on Production

Validation Test results
(7) Customer Survey Process initiated

[1QS]
(8) Project inventory disposed off

(9) CFT disbanded, PVT takes over

(6) Packaging Evaluation

(7) Production Control Plan

(8) Quality Planning sign-off

and management support

Stage-Gate NPD Activities

(8) Durability tracking study completed

(9) Monitor NOVA-C

(10) PVT owns the responsibility for the model

(11) Capture and collate Lessons Learnt, Update knowledge base

(12) Project Closing Report

(13) Final Project closing review meeting

(14) Evaluate team performance

Abbreviations: APQP: Advance product quality planning; CAE: Computer-aided engineering; CFT: Cross-functional team; Q, C, F, T: Quality, cost, function, time; IQS: Initial

quality study; J1: Job 1; MM: Materials management; NOVA C: New overall vehicle audit — complete; PSW: Part submission warrant; PVT: Plant vehicle team; SDS: System design

specification; USVR: User security verification routine.
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™)

®)

)

(10)

Program confirmation review, after gate five
(Design Verification Review) approval, where
the final design is released and long lead tooling
is signed off.

Stage seven, named design validation, includes
the lead role of the design and development
department, supported by other departments such
as product planning, HR, supplier, marketing,
launch planning, and manufacturing engineering.
The objective of this stage is a trial for tooled-up
parts, crash tests, aggregate tests, and detailed
costing. The objective of stage seven requires
completing 20 activities. The deliverables of
stage seven are reviewed in gate seven, named
as design release review, after gate six (Program
Confirmation Review) approval, where the final
design is released, long lead tooling is signed off,
the component reliability plan is ready, and the
business case is validated.

Stage eight, named transition to production,
includes the lead role of the design, development,
and manufacturing department, supported by
other departments such as product planning, HR,
supplier, launch planning, finance, budgeting,
and manufacturing engineering. The objective
of this stage is to validate the manufacturing
process and to ensure that customer requirements
will be met. The objective of stage eight requires
completing 47 activities. The deliverables of
stage eight are reviewed in gate eight, named
Sign-off review, after gate seven (Design
Release Review) approval, where formal
acknowledgment is made that all aspects of
product design are completed as per intent and
verified.

Stage nine, named the start of production, includes
the lead role of the manufacturing department
supported by other departments such as product
planning, design and development, HR, supplier,
launch planning, marketing, and manufacturing
engineering. The objective of this stage is to validate
the manufacturing process and to ensure that
customer requirements will be met. The objective
of stage nine requires completing 29 activities. The
deliverables of stage nine are reviewed in gate nine,
named launch readiness review, after gate eight
(Sign Off Review) approval, where production
of the new vehicle starts at the manufacturing
location at the total activity completion time by the
production operators.

Stage 10, named launch and implementation,
includes the lead role of the launch planning
and marketing department, supported by other
departments such as product planning, design and
development, HR, supplier, and manufacturing
engineering. The objective of this stage is the
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Lead Role Stagel- Market Research and Concept Inception Go/Kill Decision
Main Activity
Frodect Direction Project charter
l]’:::;‘:g from Top Qrepared and
Management Management signed off by
project leader
y T Regulatory
Market Product request Signed off PRF information on sl\i:a?:g:;
Marketing Tdeatihed fi form (PdRF)d with directional proposed markets [ o ereeging
: | prepared an product content available for J1+ -
proposed vehicle approved 3. competition
Gate 1 - Idea
Review
3
Eluncean] Seed money
Eacehe available
Closure
Apprqved FNo
A4
Core Finalize 100 days study- Yes
Team for »  initiated VOC  [—
market survey collected
Project Initiation/kick-off
(Assign sponsor, project
Design and Benchmarking leader, team)
development ?
HR Limited CFT
Circular released
Launch planning/ Warranty targets input Service input on
Service from service for busi quired component
and training case preparation life.

Fig. 4. Proposed new product development process framework for Stage 1 and Gate 1 new product development
activities

(11)

introduction of the product into the market.
The objective of stage ten requires completing
13 activities. The deliverables of stage 10 are
reviewed in gate 10, named manufacturing and
market review, after gate nine (Launch Readiness
Review) approval, where the product is launched.
Stage 11, named ramp-up, includes the lead role of
manufacturing, launch planning, and marketing
department, supported by other departments such
as product planning, design and development,
supplier, and manufacturing engineering. The
objective of this stage is to ramp up production
as per the marketing schedule. The objective of
Stage 11 requires completing 14 activities. The
deliverables of stage eleven are reviewed in Gate
11, named final project review, after gate 10
(Manufacturing and Market Review) approval,
where the formal closing of the project and team
is disbanded.

The proposed NPD framework has the following

63

hallmarks as compared to the existing frameworks:

()

@
A3)

4)
©)

(6)

The common stages across all available
frameworks  include  marketing,  design,
development, manufacturing, and product

launch. To simplify and enhance the effectiveness
of this framework, each main stage of the NPD
process is further divided into sub-stages.

The number and titles of stages and gates are modified
to align with specific objectives and deliverables.
Each activity is defined in a structured format,
specifying the lead role and its integration within
the framework.

This framework is applicable to projects that are
new to design and development.

Each stage emphasizes the involvement of both
external and internal customers, enhancing
cross-functional interaction.

A more disciplined approach to cross-functional
meetings and communication in NPD activities
involves clear agendas that focus on specific
deliverables and criteria, keeping discussions on
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Lead Role Stage2- Concept verification Go/Kill Decision
Main Activity
Multiple theme
concept / Styling brief
100 days study- r—»| competitive signed off
initiated VOC product I
collected laddering
(Idea review Major
gateway) ag‘gregates
Cor strategy
T:al:: finalized
Top level — _
PALS manufacturing > Gﬂteﬁevi(;:],mept
> Finalized strategy PCF signed
y finalized off
Benchmarking DRO c@
(Idea review
gateway)
| Apprqved |’N09| Rework
Inputs for YVes
Marketing PALS
prepared
Move to Next Phase
Design and Environmental/ Project specific
development Recyclability P IPR infringem@ts
requirements captured |[< and opportunity
and targets listed < identified
Requirement Project code Besqurcs
1;rod3lc;/ forconsiltait | creatjed inTCE |—p) Tequirements Risk identified and
annin; B IR
ll)’rogrnm identified and identified and documented
Management proposed approved

Fig. 5. Proposed new product development process framework for Stage 2 and Gate 2 new product
development activities

Lead Role Stage3- Concept exploration Go/Kill Decision
Main Activity
PALS Finalized Designinputs Finalize commonality
(Concept eview gateway) ingl snilible strtegy andew
e technology
posiioning 0§ development PDB signoff
Syttt |_ msig::}»ilhcmsa —— | i
(Concepreview tevay) Eelopepackingfor Siyling gy 2200V by managenent Projectpecfc development
i aproved SDS and CDS
Core aggregates completed
Team N Concept data
i SelectedP&H | | forengineering
Major aggregatesshortisted e
(Conceptreview gateway) :::;;"; Finalized reessed Gate 3 - Concept
development — il mﬁmtmnandp_mgtam
i P M approval Review
o song feasibilty sgnoft
i — by project leader SOR of HIHR
aﬁ""‘é\m“{m) 1 fromtargeed b pats for RFQ
e marke/segnent IPR vahuation input to completed
Supplier Sourcingstrtegy for [—— R}E}%‘mﬂ Suplier APQP sais
nteraction bought out parts suplsidenifie. | besedon SOR report available
Inpus for N Apprpved Rework
Iredt RIO0Tugesor | Tagetssion | ] psinesscase | )] Proketseore || Commuicaion ||| RSk PRckase o il No
Planning/ allsystems of availible approved " approved stuctwe L leamt
Program availble planready craedin TCF [ | Prepared
Management *
Yes
RI000 Targets for - .
Launch - Usefullife Targets 3
planning) Service *“fxﬁ;;“‘ forallsystems SA:E:EI Service must and
and training availible awailble a wants available
Wamanty policy Move to Next Phase
Marketing prepared and sign off.
Puojectteam declared and |
HR ‘manning chart prepare
Program budget, product
Finance and budgetand Business case
budget aproved
CPBuild
Design and requirement
Development identified
Manufacturing Development Manufactuing Longleadinhouse Mfgmust Tnhouse APQP
Engineering/ stalegyoninbouse [ —p|  sitegyfor | FIGidenifiedwith |_—pf andwats § Sttt
Facilty Creation and bought out arts inhouse parts probable suppliers aviilable available

Fig. 6. Proposed new product development process framework for Stage 3 and Gate 3 new product development activities
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Lead Role Staged- Concept validation Go/Kill Decision
Main Activity
Approved project Resource equirement Projectplan
Product scope reviewed eviewed and udated racking and
planning/ and pdated uping
Program
Management
Integrated change control ‘
HR Tornext gateway
‘Program budget, product cost & WBS Code l
Finance and business case approved, by top created in SAP
Budgeting management (C&P approval gteway) Gate 4-Prolotype
Final Technical wrte | Revi¢
Siugle the Clay model Clay model Concept seecton Listof s
ingle heme digital car digital car class A surface application submission DRI
concept/Competitive for PR
produt positioning competed
(C&P approval ateway)
Prlininary Pl (ol Systeny o
Selcted PRH Finalized pkagigand [ G e Component i bl
teway i Ha A o
(CP approval atevay S imtion DFMEA oo App Noal Rework
Design and T l
Envelg -
development @ &P":P';’ml Vehicle system VPO build Yes
and component drawing
DVP [ andBOM
Projet specifc SDS and CDS SOR of MIMR parts for CP build p elase
completed (C&P approval RFQ conpleted assessment Bulldsik
assessment Build ¥ Move to Next Phase
— DVP VPO Proto
CPbuild requirement ‘Bl conoemn build fcility
identiied (C&P Bl o plan
approval atenay ul rcking avalable
Launch planning/
Service
and training
[rp—— ‘Sourcing decsi Supplers Supplir
RFQsent toall sentto urcang decision > P status
Supplier foodl | ol \iRpowil | mifrdR |y CRSmollin idenified for nf. A Ll
Interaction Lh li d HIHR suppl MMRandHIER [0 house prto
supplies suppliers and HIHR suppliers supplies porl availible
: Long lead inhouse: L Inhouse APQP
ideniied with [y MAS Preliminary Floor layout plan status report
Engineering Mifg. FIG preliminary processflow || supportng process flow % avilble
[Facility Cration ‘parts ready charts ready chart ready

Fig. 7. Proposed new product development process framework for Stage 4 and Gate 4 new product

development activities

Lead Role StageS- Design readiness Go/Kill Decision
Main Activity
Approved project Reaffim the . . uts for - —
Product scopereviewed || varantsand Pﬁm b\{:ﬁess case Project Review Commuication Lessons
planning/ and updated features as per dupdited given based on plan risk plan planreviewed | o e
Program PDB an eised [P tacking and updated
Mansgement sopeicanges wdstng
Integrated change control where applicable
Vacant filled
HR for next gateway
Sourcing decision l
and CIR sign off Development P———
upplier. o
and receive 5{:" '“]'_‘G tatus report Gate 5 - Design
. . VPO compliances = compliances ! o 8
Supplier VPO build drawing of VPO parts aheet ok available Verification Review
interaction and BOM release
Tooling kick T
‘Tooling kick off completed
offstarted for all parts
\ System and
$|  Component level A ed
System and IQVe
wny;:::n DVP DVP & R completed ’ PP No>t Rework
YSand YCs from DFMEA
VPO buikd veobuild | | || VPO build conrol Yes
content freeze process flow plan ready (proto
I trol pl
Design and finalized control plan)
development
VPO build placed Development and
assessed or readiness ot of VPOpars Move to Next Phase
CP build
Build assessment
CPhuild CPbuild -i Buikdrepot | | Build risk tracking completed
start conplete assessment T I
d Inhouse APQP
Launch planning/ Long L‘:::m ”‘i E‘;“'g status report
Service o wailble |
and training DR2
S ] PEMEA Compleed
Interaction Preliminary M. process N
Completed
process BOM in sheets
SAP initiated
Product cost estimates
phutcinay Revilidationof [ avilablein TCE s per _
Kapsering busines case EBOM
[Facility Cration

Fig. 8. Proposed new product development process framework for Stage 5 and Gate 5 new product

development activities
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Lead Role Stage6- Design Confirmation Go/Kill Decision
Main Activity
Approved project Project 3 —
iewed manning chart Project plan Review risk Lessons leamt
Froduct it [ wienetud [ tckigand plan
pasuiag) updated updating
Program

Management
Integrated change control
‘Vacant positions filled
HR for next gateway

eV DEMEA updted VP bild ool pln
DVP&R vailable Wil DVP&R ready (Prto control plan) | —l

Gate 6 - Program

e——3 ) VP desian ] confirmation Review
VPO bild VPO biild fozeand |}
contol plan completed [7] | VOassessment CP&VR VP design Sowingrelamee
completed concem resohtion I, freeze and
— drawing release
Design and bildrk | F T ‘
development smal
I — Build concem
evaluation kg Apprdved N Rework
Build concem congleied °
tracking
Itemmal and =
vendor Aﬁlﬁ.ﬁn& Yes
homologati Application for aggregate/part Aggregate/part vehicle C\
rrapetl] I Mg dnd  — jonstat [ cetfication ready
completed i d Supplier
APQPstatus
VP parts
VRopars developnent | ) n!:o:k Move to Next Phase
i iee e siwe —
Preliminary process
BOM in SAP finaized [ Obsolescence Listof hazardous AIAG nhouse APQP
trckingin  le ) material content 44—  compliance statusreport  f———
place available sheetlnk available

Validation of equipment
FTG procurement i inery
ey m =
M Assessment of launch budget for
farketing adequacy of meeting financial objective |

Launch Planning iceabl identified and inputs.
Service & hared to Design for Servi
Training creation

Fig. 9. Proposed new product development process framework for Stage 6 and Gate 6 new product
development activities

Lead Role Stage7- Design validation Go/Kill Decision
Main Activity
| Approved project Reaffim the y ) s f - —
Product sopereiewed || varsand Poiect naming e Pt Review Commisin | ["Lass
features as lan risk plan Jan reviewt
el it i andpdied dvbeddon Ly ing [ 0 X Cwdgi 7]
Management T scopeicanges upditing
Integrated change control [

Vacan posiions filled
HR for next gateway
VPassessment Build concem
completed to tracking
‘meet f -
VP bild e
VP juy evaaive off change
completed

Vehicle
VRObuild Homologaton
conplted e

Preliminary PP design N N | J B
; freezeand PP drawing DR3 Gate 7 Design
el relese compeed. | 1 releaseReview

Design and
Development

Apprgved }No% Rework

Yes
Supplier parts Supplier
Supplier VP, pricing ApQP ||
interaction Ve o finalized and status
derekpuen all PO released available

Move to Next Phase

Validation of equipment at
supplier e Validation of MSA completed and
—  equpnentin ‘matrix plan supporting Supplier
control plan ready > APQP
Englneering PP bui FEU build status
Facility creation plan ready available
PEMEA and Equipment buyoff nitated
- control plan
Production ramp up plan ready updated
Assessment of launch budget for Tdentify suitable
Marketing adequacyof meeting il aeive e orvehicle
Dealer infrastructure ready l_4 Alllong lead items ordered | J 4 i luati
Launch | p Special tools
wowaidead | || ||
and training Deder H L /Servie evalaton of VP vehicles |_‘ slition identified

Fig. 10. Proposed new product development process framework for Stage 7 and Gate 7 new product
development activities

66


https://dx.doi.org/10.6977/IJoSI.202506_9(3).0006

DOI: 10.6977/1J0S1.202506_9(3).0004
B.G. Shinde, S.B. Sanap, etc./Int. J. Systematic Innovation, 9(3), 31-74 (2025)

Lead Role Stage8- Transition to production Go/Kill Decision
Main Activity
Approved project Project A
Product scopereviewed  (—p|  mamingchart {— Project plan L Review risk Lessons leamt T
plauning/ and updated reviewed and tracking and plan — ]
m updated updating

Progra
Management
Integrated change control
R Vacant positonsflld for next gateway

N PPbuild i
cvhaton assesment Velicle type Final T ;
complted — apoed [N agiig | ko GBICRSB;I.S‘@O“
Design and Signoft initiated iew
development Configuraton
BOM updted Build sk assessment
Special tools Project
- - desiy > [PRstatus
Velice cnmpl[:m verfied
Homologation compleed
started
Assessment of ;
Fitad nih concem | Vot readiess e et | | iy qaiiy | b |‘N09{ Roni
PP build Resolution tosuppartJ 1 date targetreport | |
completed generated
Engineering/ & N - Establish Yes
- PP build- PR2 bild-
[RCNCatiod L F&T try out & Initial process. TAKT ’
Miglne  [q{ capabiitstudy — o APQ? ||
ness & & ‘enoff completed status report
FIR cleaance comectons fany signoffconplet ek aailible Miove t Next Pl
logistics ove to Next e
; " W eed
Supplier - | PO of s comple Suppler APQP
ethn aailabe forFEU bild sasreport [
m avilable
— Waranty policy
Launch Preliminary )
Extemal juy volune  |—— productprice [——  viewedand
Marketing evaluation of PP build fnalized available finalized
— F
i SAM confimation Launch plaming  Daaler  Trining Trining or
pivdgand on PP velicle and Service evahation infasrcture |l infstmctue FEUbd | |
i final SAM signoff of pp vehicle ready completed service fean
Training completed

Finance and Final pml:l;fl cost
Budgeting available

Fig. 11. Proposed new product development process framework for Stage 8§ and Gate 8 new product
development activities

Lead Role Stage9- Start of production Go/Kill Decision
Main Activity
Product s 8
2 Project Project plan — .
planning/ ‘manning chart trackingand Review risk Communication Lessons leamt
‘m:::m reviewed and N g plan plan ready
L updated
HR Vacant positions filled
for next gateway
IPR: Freedom to operate
Design and PVT handover PVT handover i
development activity nitated activity in progress
Gate 9~ Launch
readiness Review
Parts procurement Supplier APQP
Allspare parts for SOP stats as status report
Supplier Interaction PSWof parts prce finalized per schedule available

. Final 1 1 conrol planready
Takttime T (Production control plan) &Standard Eqpipaeat DR]:I 5
estabishnent Operating Procedre in place ] Gl
| Apprdved |'N 9| Rework
\
Operator ini
: Rap up plan or

jguration BOM Taunch volume Yes
lable in metaphase Final Process BOMinSAP || available
Manufacturing finalized Inhouse APQP
i 'ﬁ il status report
creation — i
. FEUtestsincluding startof || availsble
[ FEU Build ong uraon s | Move to Next Phase
Manufacturing
ANOVA Cor quility urgets MIS
FEU buildand FEU assssments opce pirend
assessment (PSW parts) to meet targets
Customer icing deisi e checked for

evaluation of FEU any market or competition related changes. |

Marketing

Vehicle homologation Moﬂf’l"kf““"“
completed .
Training to extended value -
Launch planning, Vehicles/ Aggregates chain member and for Specialtooks eady
service and training for training available service team for SOP

Fig. 12. Proposed new product development process framework for Stage 9 and Gate 9 new product
development activities
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Lead Role Stage10- Launch and impl i Go/Kill Decision
Main Activity
Product [
planning/ ; b N - —
Program reviewed and updated Review risk plan Lessons leamt
Management
HR Vacant positions filled
for next gateway
Supplier APQP status
report available
Supplier Interaction PSW ofparts Spn:op:f:' ;s::ched
|
— Gate 10 - Mfg. and
Marketing Review
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all stakeholders throughout the project.

A proper feedback mechanism is maintained by
clear communication, making the framework
efficient and a straightforward change control
procedure. This structured framework ensures that
changes are evaluated, approved, and implemented

systematically, —minimizing disruptions and
maintaining NPD activities’ alignment with
objectives.

The framework includes robust cost control
mechanisms, such as periodic review activities,
which enhance cost planning, tracking, and control.
This framework allows for incremental
progress and avoids overwhelming the team
with unrealistic expectations. Criteria-based
evaluation, cross-functional inputs, continuous
feedback, adequate resources, and a realistic
timeframe make the milestones achievable and
realistic.

Customized to meet automobile needs.
Cross-functional team collaboration enhances
interdepartmental communication and knowledge
sharing.

It is highly effective in data management for input
and delivery processes due to its structured and
systematic approach. It ensures comprehensive
data collection through meticulous requirements
gathering, integrates data from various functional
areas, and maintains high data quality and
consistency through standardization and validation.
Checks such as the use of standardized
templates and guidelines, training for data
collection and documentation, and regular audits
are incorporated for data compatibility and
consistency.

Structured review and performance metrics of
the framework. Improve system feedback on
deliverables (met/not met).

Standardization across frameworks is achieved
through the use of consistent processes, ensuring
uniformity and efficiency. This standardization
helps in aligning main activities and deliverables
with the objectives, facilitating clear planning
and execution.

Non-value-added activities are minimized,
which shifts the work culture from reactive to
proactive mode.

This framework is notably flexible in handling
various projects due to its iterative and adaptable
nature. The framework’s cross-functional
collaboration encourages diverse perspectives
and expertise, enhancing its ability to address
unique challenges across different projects. In
addition, the process often includes stages for
regular review and adjustment, which supports
its adaptability to various project demands and
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uncertainties.

7. Conclusion

The literature study has identified several
common challenges in NPD, including market
uncertainty, resource allocation, time management,
technical challenges, regulatory compliance, cross-
functional collaboration, risk management, innovation
management, customer feedback, supply chain
coordination, cost control, quality assurance, and post-
launch issues. The review of the NPD process in the
automobile industry emphasized its critical role in
overcoming these challenges and concluded that there
is a need to redesign the NPD process framework. In
alignmentwithexistingliterature, particularly regarding
the Indian automobile sector, it has been confirmed
that the Stage-Gate framework is the most suitable
for industries that prioritize meticulous planning and
control. The identified limitations of benchmarked
NPD process frameworks, followed by the Stage-Gate
approach implemented by automobile and supporting
companies, and specifications and requirements by a
survey among the NPD professionals, were considered
in the design and development of the proposed NPD
process framework, followed by some hallmarks as
compared to the existing frameworks.

8. Future Scope

Itis advisable to verify the proposed NPD process
framework by conducting case studies to evaluate
its NPD performance. With the imminent industrial
revolution and the rise of new technologies and digital
transformations, the mapping and integration of the
proposed NPD process framework with emerging
technologies such as AI/DS, PDM, PLM, IoT,
Machine Learning, and TRIZ has the potential to boost
innovation, shorten development cycles, and enhance
product quality.
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Abstract

Machine-generated text presents a potential threat not only to the public sphere but also to education, where the
authenticity of genuine students is compromised by the presence of convincing, synthetic text. There are also
concerns about the spread of academic misconduct, particularly direct replication among students. In response to
these challenges, this paper introduces the Handwriting Match and Artificial Intelligence (AI) Content Detection
System (HMAC). HMAC utilizes optical character recognition (OCR) mechanisms to convert handwritten and typed
content from a single-page portable document format into machine-readable text, thus enabling further analysis.
Drawing on recent advances in natural language understanding, HMAC aims to preserve the educational value of
assignments by effectively detecting Al-generated content. In addition, HMAC has a strong plagiarism detection
system that uses a comparative analysis of student submissions in a particular academic field. This paper describes
HMACs architecture, methodology, and results, emphasizing its key contributions: improved handwritten content
extraction with OCR and improved identification of Al-generated content. The study addresses the research question
of how HMAC improves the identification of Al-generated content and supports academic integrity compared to
other methodologies.

Keywords: Academic Assessment, Artificial Intelligence Content Detection, Document Analysis, Similarity Detection,
Transformer-Based Models

1. Introduction Al-generated content in student assignments, particularly
those submitted in handwritten or typed form, often in
Portable Document Format (PDF) Romero et al. (2012).
By leveraging transformer-based models fine-tuned on
the GPT-wiki-intro dataset, HMAC employs state-of-
the-art technology to discern the nuanced differences
between human-generated and Al-generated content.
As Al systems become increasingly integrated
into our daily lives, understanding the factors
influencing their acceptance and interaction becomes
paramount. Pelau et al. (2021) explored the intricate
dynamics of human-Al interaction, examining the
roles of interaction quality, empathy, and perceived

A new era of convenience and accessibility has
been brought about by the widespread deployment
of generative models, as demonstrated by ChatGPT,
which has completely changed the landscape of
academic assignments in recent years. However,
there have been challenges along the way with this
evolution, including a concerning trend of students
using artificial intelligence (Al)-generated content
directly in their assignments because of the ease of
accessing such tools in obtaining the content required
for the assignments. When students choose easily

accessible generative content above the learning anthropomorphic ~ characteristics in shaping the
process, assignments lose their inherent value, which acceptance of Al within the service industry. Daniel
is a danger to the educational process. et al. (2019) delved into the delicate balance between

In response to this critical issue, our research Al and human behavior, emphasizing the need to
introduces the Handwriting Match and Al Content comprehend and prevent potential harm that may
Detection System (HMAC) as a robust and multifaceted arise from Al systems acting like humans. Uzun
solution. HMAC is meticulously designed to recognize (2023) investigated academic integrity concerns
and address the inappropriate incorporation of related to ChatGPT, shedding light on methodologies
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for detecting Al-generated content in educational
settings. In addition, Sadasivan et al. (2023) probed the
reliability of detecting Al-generated text, questioning
the effectiveness of existing methodologies.

In the field of language understanding, the
advent of Bidirectional Encoder Representations from
Transformers (BERT) marked a significant paradigm
shift. Kenton and Toutanova (2019) introduced
BERT as a pre-training model for deep bidirectional
transformers, showcasing its prowess in language
understanding. These endeavors collectively constitute
the backdrop against which we explore the evolving
landscape of Al and its intricate intersections with
human dynamics.

Beyond content identification, HMAC’s primary
objective is to retain and impart the educational value
that comes with academic assignments. HMAC
positions generative models as supplemental tools,
encouraging students to participate in the learning
process before incorporating Al-generated content,
as opposed to using it as a quick fix. This paradigm
change fosters a deeper comprehension of the subject
matter, which is essential for the holistic development
of students.

At its core, HMAC employs an optical character
recognition (OCR) mechanism to convert both
handwritten and typed content into machine-readable
text. This process involves several steps, including
word detection through platforms such as Roboflow, an
ordering algorithm to arrange words into coherent lines,
and integration with OCR models such as Microsoft’s
transformer-based OCR (trocr)-base-handwritten, for
precise word recognition and sentence formation. The
system simultaneously applies an Al content recognition
model to the OCR-processed text, revealing information
about the proportions of Al and human content. The
second aspect of our investigation delves into the
world of OCR, a technology critical to deciphering and
extracting information from visual data. Wu et al. (1997)
laid a foundational groundwork for text extraction from
images, a critical step in the OCR process. Subsequently,
Li and Doermann (1998) pioneered automatic text
tracking in digital videos, propelling OCR capabilities
into dynamic visual contexts. Kim (1999) introduced
local color quantization for automatic text location in
complex color images, advancing OCR techniques
in handling intricate visual scenarios. Jain and Yu
(1998) further expanded OCR capabilities into images
and video frames, contributing to the development of
comprehensive OCR methodologies.

One of HMAC s unique features is its integration
of a plagiarism check, which involves comparing
uploaded assignments to a database of assignments
related to the same subject. By taking a comprehensive
approach, instances of academic dishonesty among
students are reported, and Al-generated content is
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identified. The system generates detailed reports for
users, including percentages of Al-generated content
and plagiarism detection results.

HMAC provides a complete and proactive
solution that essentially guards against the improper
application of generative models in educational
settings. Assignments are meant to be instructive.
This platform provides educators with the resources
they need to keep a strict evaluation environment in
place. Examining the design, process, and outcomes
of HMAC, this work offers a viable answer to the
changing problems associated with academic integrity
in the digital era of research.

In this work, we address the following research
question: (i) How does HMAC significantly improve
the detection of Al-generated work, especially in terms
ofacademic integrity, compared to current approaches?
(il)) How does the OCR aspect of our technology
enhance the process of extracting and interpreting
handwritten text from photographs, especially for
assignments and academic documents?

2. Related Work

Several recent studies have focused on detecting
and analyzing Al-generated content, particularly in
terms of academic integrity and the responsible use
of Al. Rodriguez et al. (2022) investigated the cross-
domain detection of GPT-2-generated technical text,
shedding light on the challenges and implications of
identifying machine-generated content across different
domains. Mitrovi¢ et al. (2023) explored decision
explanations for machine learning models, specifically
in the context of distinguishing between ChatGPT and
human-generated text, emphasizing the importance of
interpretability in Al-based detection systems.

Addressing academic integrity concerns, Uzun
(2023) conducted an investigation into ChatGPT’s
impact on academic settings, proposing methods for
detecting Al-generated content to preserve academic
integrity. Mindner et al. (2023) delved into the
classification of human- and Al-generated texts,
exploring features for effectively identifying content
generated by models such as ChatGPT.

Wahle et al. (2023) introduced the concept of Al
Usage Cards, aimingto facilitatetheresponsiblereporting
of Al-generated content by providing transparent and
informative details about the Al models involved. In the
realm of evasion strategies, Lu et al. (2024) discussed
the challenges of large language models being guided
to evade Al-generated text detection, highlighting the
need for robust detection mechanisms Jauhiainen et al.
(2016), Lindén et al. (2012).

Several studies have made significant
contributions to the field of OCR, with each focusing
on a different aspect of accuracy, efficiency, and
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post-correction methodologies Lund et al (2013),
Lund et al (2011), Reynaert (2010).

Dong and Smith (2018) proposed a multi-input
attention mechanism for unsupervised OCR correction,
demonstrating its effectiveness in enhancing OCR
accuracy Wick et al. (2018). The similar type work has
been done by Evershed and Fitch (2014), Hidméldinen
and Hengchen (2019), Kauppinen (2016), Koistinen et
al. (2017), Kettunen et al. (2018), Llobet et al. (2010),
Silfverberg et al. (2016), Springmann et al. (2014),
Vobl et al. (2014). Guha et al. (2019) presented Devnet,
an efficient convolutional neural network architecture
for handwritten Devanagari character recognition,
contributing to the advancement of OCR techniques
for specific script recognition. The effective use of the
neural networks in such areas has been done by Graves
et al. (2006) and Srivastava (2014).

Kettunen and Koistinen (2019) explored the
utilization of the open-source OCR engine Tesseract
for re-OCR of Finnish Fraktur, providing insights
into quality improvement strategies. Li et al. (2021)
introduced TrOCR, a transformer-based OCR model
with pre-trained models, showcasing the potential of
transformer architectures in OCR tasks.

Sabu and Das (2018) conference paper, “A
Survey on Various Optical Character Recognition
Techniques,” was presented at the Conference on
Emerging Devices and Smart Systems 2018 in India.
This manuscript sheds light on various OCR methods
and provides useful insights into their applications.
It also recommends future research avenues into
advanced OCR techniques and their potential
applications in document analysis.

3. Related Work
3.1. Design

The HMAC proposed requires users to input
their assignments in PDF format through a specific
web interface. The system then uses an OCR process
to convert typed or written text into machine-readable
text. To provide users with visibility into both human
and Al content percentages, the system simultaneously
runs the OCR-processed text through an Al content
detection model to ascertain the likelihood that the
material was generated by Al. By comparing the
submitted work with a database of assignments in the
same subject, HMAC also includes a plagiarism check
feature. The system then generates a thorough report for
users, including the percentage of material generated
by Al and the findings of any plagiarism detection.

3.2. Architecture

A single-page PDF document is first fed into the
process and transformed into machine-readable text.
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To find duplicate material and establish whether the
content is Al generated, this text is processed and put
through match detection and Al content detection. The
processed file is kept in a database together with its
metadata and analysis findings. The system verifies
that each file has been examined and compared. If
not, a different file is retrieved from the database for
processing. The final comparison findings and Al
content detection results are displayed after all files
have been analyzed.

The architecture depicted in Fig. 1 ensures a
comprehensive and systematic approach to content
analysis in PDF files. It seamlessly integrates PDF-to-
text conversion, match detection, Al content detection,
and database management, offering a robust solution
for identifying duplicate and Al-generated content
while maintaining the integrity of the analyzed
material.

3.3. Method of Data Collection

A thorough literature search was conducted to
identify relevant research articles on Al-generated
content detection techniques. Databases such as IEEE
Xplore, ACM Digital Library, arXiv, and Google
Scholar were searched using relevant keywords,
such as “Generative Models Analysis,” “Al Content
Detection,” and “Optical Character Recognition
(OCR).” Following our literature search, we carried
out a two-step quality assessment process. In the first
step, we screened the identified studies for relevance
to the scope of our study. Manuscripts that did not
directly address the topic or were unrelated to our
HMAC project were not further considered.

Then, we rigorously evaluated their scientific
quality. This evaluation included an assessment of
each manuscript’s methodology, including the research
design, data collection techniques, and experimental
setup. The articles were chosen based on their relevance
to the topic and contribution to the existing body of
knowledge in the field. Only peer-reviewed articles
and conference papers were considered for the review.
Duplicate articles, non-English articles, and articles
irrelevant to the scope of HMAC were excluded.

4. OCR in Handwriting Match and AI Content
Detection System

OCR is a critical stage in the complex framework
of HMAC. OCR is the cornerstone in our effort to
convert complex handwritten characters into text
that can be read by a computer when integrating
handwritten assignments into our system. Handwritten
text has intricacies that must be extracted, processed,
and understood. This intricate process is broken down
into multiple steps, each with a distinct objective.
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Thefirststepisconvertinghandwrittenassignments
in PDF format into image files. This conversion creates
the foundation for further OCR processes using the
pdf2image library. Then, using Roboflow, the system
explores word detection, exposing the minute nuances
of each word in the handwritten document. The
challenges posed by variations in handwriting styles
and irregular word sequencing are addressed using
an innovative algorithm called the Word Sequencing
Algorithm, ensuring accurate and ordered detection.
Once the words are identified and ordered, the system
uses OCR models, with a focus on Microsoft’s trocr-
base handwritten model. This specialized OCR model
excels at recognizing and transcribing each word in
handwritten content, bridging the analog and digital
dimensions of education. The stages are outlined below
and explained in detail.

The flowchart in Fig. 2 depicts the step-by-step
process used in the OCR system.

PDF input

OCR to detect >(Ad

handwritten text

Text Processing

If database
is empty

Match Detection

Al content detection

d the File to DB

7

All files no
compared?

i
: r ML model Al content

4.1. Document Image Generation

The first step of the proposed software is to
process a single-page PDF input in real-time. After
uploading the PDF, the backend code quickly converts
it to a JPG image using the pdf2image Python library.
This library requires an external utility called Poppler
to render PDFs. It is worth noting that while Poppler
is commonly found on Linux systems, it may require
additional steps to install on Windows. After saving
the image, the system seamlessly proceeds to the next
stage: semantic segmentation with Roboflow.

4.2. Semantic Segmentation with Roboflow

Following the successful conversion of the PDF
to an image, the Word Detection stage focuses on
precisely detecting each word within the converted
image. For this task, we used Roboflow. Roboflow

l System Architecture

Database

Fetch file from DB
Display final
comparison result

yes

S

Display final result for

Fig. 1. Handwriting Match and Artificial Intelligence Content Detection System Architecture
Abbreviations: Al: Artificial intelligence; DB: Database; ML: Machine learning;
OCR: Optical character recognition; PDF: Portable document format.
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Document Semantic Lexical Image LeE::!:\
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q J U 4 \ ~ - / S o

Fig. 2. Overview of the optical character recognition workflow
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is the preferred option due to its tailored capabilities
for detecting words in handwritten documents. The
platform’s robust capabilities are used to identify each
word in the handwritten document.

The Roboflow model’s results are stored in an
array called “box_dimension,” with each element
representing the properties of a detected word: “x”
for the x coordinate, “y” for the y coordinate, “width”
for the word’s width, and “height” for its height.
Simultaneously, another array is created to hold the
images for each detected word. These images are
created using the data stored in the “box_dimension”
array, with each property facilitating the extraction of
a specific portion of the image. Each extracted word
image is then saved to a designated folder.

For instance, the “box dimensions” array looks like
this.

[{‘index’: 1, ‘x’: 602, ‘y’: 360, ‘width’: 102, ‘height’: 39},
{ “index’: 2, °x’: 33, ‘y’: 144, ‘width’: 86, ‘height’: 35},
{ “index’: 3, *x’: 691, ‘y’: 706, ‘width’: 79, ‘height’: 34},
{ ‘index’: 4, ‘x’: 404, ‘y’: 613, ‘width’: 100, ‘height’: 36},
{‘index’: 5, ‘x’: 214, ‘y’: 707, ‘width’: 89, ‘height’: 28}]

However, a problem arises due to the potential
disorder in the detection order, resulting in a mismatch
between the sequence of words in the original PDF
and the order in which they are detected. Although it
might seem reasonable to sort the “box dimension”
array first by x values and then by y values, the
second sorting step overrides the first. As a result, a
more sophisticated algorithm is required to ensure
proper word sequencing while preserving the original
content’s integrity.

4.3. Lexical Ordering Algorithm

The ordering algorithm 1 is critical for organizing
the detected words and reconstructing the original
flow of sentences and paragraphs from an unordered
set of word images. This algorithm takes a systematic
approach to grouping words into lines of text based
on their vertical y positions in the document and
then further groups them based on their horizontal x
positions.

This algorithm is intended to arrange words into
lines according to their spatial coordinates, specifically
their vertical y and horizontal x positions within a
given “box_dimensions” list. Initially, the list of word
bounding boxes is sorted by y coordinates to group
words on the same line. The algorithm iterates through
each word, keeping track of which words appear on
the same horizontal line. This is maintained by the
current_line list. The algorithm uses a threshold value
(20 in this case) to determine if a word belongs to the
current line by comparing the y distance of the current
word with the previous word in the current line. If the
difference in the y distance falls within the threshold,
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the word is added to the current line; otherwise, the
current line is sorted by x coordinates (left-to-right
order), appended to the lines list, and reset to start a
new line with the current word. This process continues
until all words are processed. Finally, the final current
line is sorted to the x coordinates and added to the lines
list to ensure the algorithm correctly sequences words
into lines as they appear in the text layout.

This algorithm is crucial for structuring the text,
as it efficiently groups words into lines based on their
vertical positions. It is critical for establishing the
correct word sequence within each line, resulting in a
structured representation of the original content.

4.4. Image Composition Module

The ordering algorithm is critical for organizing
the detected words and reconstructing the original
flow of sentences and paragraphs from an unordered
set of word images. This algorithm takes a systematic
approach to grouping words into lines of text based
on their vertical y positions in the document and then
groups them based on their horizontal x positions.

In the following stage, using the correct word
sequence obtained in the previous step, an OCR
model was used to determine the textual content of

Algorithm 1: Lexical Ordering
1: function WordSequencing (box_dimensions)
2:  box_dimensions < Sorted (box_dimensions,
key=lambda box: (box[“y”]))
3. lines «[]
4:  current line < [box_dimensions[0]]
5:  threshold«— 20
6:
7:  foriinrange (1, len (box_dimensions)) do
8: if box_dimensions[i][”y”’|—current line[-1]["’y”’]
< threshold then
9: > Add the word to the current line if it is on
the same line
10: Append (current line, box_dimensions[i])
11: else > Sort the current line by x-value and add
it to the lines list
12: current line<— Sorted (current line,
key=lambda box: (box[”x”]))
13: Extend (lines, current line)
14: current line <« [box_dimensions[i]] >
Reset the current line to the current word
15: end if
16: end for
17:
18: D> Sort the last line by x-value and add it to the
lines list
19:  current line«—Sorted (current line, key=lambda
box: (box[”x”]))
20: Extend (lines, current line)
21: return lines
22: end function
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each detected word. The traditional method involves
processing each word individually through the OCR
model, resulting in corresponding text outputs.
However, this method can be time-consuming,
particularly in cases where the document contains a
large number of words.

To address this issue, the proposed software uses
a strategic technique known as image concatenation.
Image concatenation is the process of combining two
or more images to create a single composite image.
Rather than processing each word individually, the
software combines 10 images into a single line using
concatenation. This concatenated image is then fed
into the OCR model for analysis. By concatenating
multiple images into a single line, the software not
only speeds up the OCR process but also increases
overall efficiency. This technique is especially useful
when dealing with a large volume of text, resulting in
a more streamlined and resource-efficient workflow.

One notable challenge in implementing the
image concatenation technique is the potential lack of
discernible padding between two concatenated images.
OCR models may find it challenging to recognize and
distinguish individual words inside the combined
image due to the absence of spacing. A calculated
approach is used to solve this problem: putting white
space between two concatenated photos. White
padding improves the accuracy of OCR. This ensures
that the OCR process can effectively interpret each
word in the concatenated line, allowing these words
to be seamlessly combined into a coherent sentence.

4.5. Deep Learning Model Inference

Following the concatenation of lines, each
composite line is processed using Microsoft’s trocr-
base handwritten model. This OCR model is designed
specifically for the recognition of handwritten text,
using advanced deep-learning techniques to ensure
precise identification and transcription of each word
in the handwritten content. The model’s emphasis on
handwritten text recognition makes it an appropriate
choice for accurately interpreting the complexities of
handwritten assignments.

4.5.1. Model architecture

The TrOCR model is architecturally designed
around the transformer framework, which includes
both an image transformer and a text transformer.
The dual-transformer architecture depicted in Fig. 3 is
fundamental to TrOCR’s ability to accurately extract
visual features from images and perform language
modeling for OCR (Li et al., 2021).

The transformer architecture is implemented in a
standard encoder-decoder configuration within TrOCR.
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The encoder component is specifically engineered to
capture representations of image patches, leveraging the
visual information inherent in the input. The decoder, on
the other hand, is responsible for generating a workpiece
sequence, guided not only by the visual features extracted
from the image but also by the predictions made in
the preceding steps. TrOCR utilizes the conventional
transformer  encoder-decoder  structure, = which
emphasizes its adaptability and effectiveness in dealing
with both image-based and language-related tasks. This
architectural choice highlights the transformer model’s
versatility, allowing it to seamlessly integrate image
processing and language generation components within

a unified framework. The above diagram presents the

architectural design of the model.

e Encoder: The encoder part processes the input
image and extracts high-level features that
represent the content of the image. In the context
of OCR, this could involve understanding the
shapes and patterns of characters.

e Decoder: The decoder part interprets the features
generated by the encoder and produces the final
output, which is the recognized text. The decoder
considers the context of characters and their
relationships to improve accuracy. The decoder
uses self-attention masking to prevent gaining
more information during training than prediction.
The attention mask ensures that the output for
position i only considers the previous output
and input for positions less than 7 (Li et al., 2021).

h, = Proj(Emb(Token.)) @)

(@)

A linear layer projects the decoder’s hidden
states from the model dimension to the dimension
of the vocabulary size V, and the softmax function
calculates the probabilities over that vocabulary. We
used beam search to obtain the final result.

5. Al Text Detection
5.1. Dataset

Rapid advancements in large language models
such as GPT have brought enormous potential and
unexpected challenges. One such challenge is the
widespread use of GPT-generated text, which raises
questions about its authenticity and potential for
misuse. To meet this critical need, a dataset was used
specifically for detecting text generated by GPT (Bhat,
2023). Table 1 provides a detailed breakdown of the
dataset’s columns, which include identifiers, Wikipedia
URLs, titles, Wikipedia introduction paragraphs, and
corresponding content generated by the GPT (Curie). It
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Fig. 3. Architecture of the transformer-based optical character recognition model

Table 1. Summary of dataset columns and their

descriptions
Column Data Description
type
Id int64 1D
url string Wikipedia URL
title string Title
wiki_intro string Introduction paragraph
from Wikipedia
generated intro string Introduction generated

by GPT (Curie) model

title_len int64 Number of words in
title
wiki_intro_len int64 Number of words in
wiki_intro
generated intro_len | int64 Number of words in
generated intro
prompt string Prompt used to
generate intro
generated text string Text continued after the
prompt
prompt_tokens int64 Number of tokens in
the prompt
generated text int64 Number of tokens in

tokens generated text

also includes length metrics and token counts for titles,
Wikipedia introductions, generated introductions,
prompts, and the text that follows the prompt, providing
a comprehensive overview of the dataset structure.

5.1.1. Feature engineering

To optimize model performance and focus on
the most salient features, we applied a strategic feature
engineering process. This involved carefully selecting
the following essential features:

(1) ID: A unique identifier assigned to each text
introduction, enabling efficient data management
and tracking
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(i1)) Text: The raw text content of the introduction,
serves as the primary input for the GPT-detection
model

Label: A binary classification label, explicitly
indicating whether the text was generated by a
human (0) or GPT (1). This label serves as the
ground truth for model training and evaluation.

(iii)

After modification, the dataset structure has
been simplified for specific analysis. The “ID” column
now displays the identifier in string format, while
the “text” column combines data from both “wiki
intro” and “generated intro.” The “Label” column,
which is important for classification, is introduced,
with 0 representing human-generated content and 1
representing Al-generated content. Table 2 displays
the results of feature engineering applied to the dataset,
which resulted in a consolidated “Text” column by
combining content from “wiki_intro” and “generated
intro.” The “Label” column represents the classification
label, with “0” indicating human-generated content
and “1” indicating Al-generated content. These
engineered features form the foundation for training
and evaluating classification models that distinguish
between human-generated and Al-generated text.

5.2. Model

The selection of an appropriate model was
critical for the Al text detection process. Transformer-
based models, particularly DistilBERT (Bidirectional
Encoder Representations from Transformers), well-
known for their ability to understand natural language,
were evaluated and chosen for their adaptability to the
task at hand. The chosen model was then meticulously
trained using the annotated dataset. The dataset was
divided into training, validation, and test sets, and
the model’s performance was optimized based on
continuous evaluation and validation results (Sanh
etal., 2019).

To determine whether the input text was created
by Al or by humans, the Al text detection model
generates a probabilistic evaluation. The possibility
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that the text was produced by Al is represented by one
percentage, whereas the likelihood that it was authored
by humans is represented by another.

5.2.1. Model architecture

The architecture of the DistilBERT model, a
condensed form of BERT, for Al text identification, is
displayed in Fig. 4. It begins with an input layer that
handles text sequences up to a certain maximum length
(512 tokens, for example). The pre-trained DistilBERT
model receives these text sequences as input after they
have been transformed into token embedding.

The pre-trained model (DistilBERT) acts as the
core component, which uses its bidirectional attention
mechanism to comprehend contextual relationships in
the input text. DistilBERT is effective for tasks such
as text classification as it minimizes the number of
parameters while maintaining the majority of BERT’s
representational capacity. After passing through the
pre-trained model, the text representations are routed
to a fine-tuned layer. This layer represents the specific
modifications and task-specific training that were
applied to the pre-trained model to help it adapt to the
Al text detection task. The fine-tuned model’s output
is passed through a linear layer pre-classifier, reducing
dimensionality and preparing the data for further
processing. The representations are fed into a fully
connected layer, which maps the features to the final
classification task. The final stage is the topic tagging
layer, which does the classification. It generates
probabilistic scores that indicate whether the input text
is human-generated (class 0) or Al-generated (class 1).
These probabilities provide interpretable information
about the text’s likely source.

Table 2. Engineered features for classification

Column | Datatype | Description
1D int64 1D
Text string Text taken from wiki_intro &
generated_intro
Label int64 0 for human, 1 for Al
512
64 N N
pre-trained Elins r
del ine tune!
Input Layer distill.::rt-:ass- layer

uncased

In short, during the forward pass, the input IDs
and attention mask are processed by the pre-trained
DistilBERT layer, resulting in a series of hidden states.
These hidden states are sent through a fine-tuned layer,
a linear pre-classifier, and fully connected layers. The
final output layer creates a two-dimensional vector that
represents the probabilities for both human-generated
and Al-generated text.

6. Similarity

A parallelized comparison methodology has
been used in the test of uploaded assignments for
similarity, a critical component of the HMAC. By
utilizing concurrent futures and a ThreadPoolExecutor,
it effectively compares the contents of an uploaded file
with several entries in the database, saving the findings
for additional examination. A ThreadPoolExecutor
was used to start the parallel processing mechanism.
ThreadPoolExecutor in Python facilitates concurrent
task execution via threads, which 1is 1ideal for
independent tasks such as file similarity comparisons.
It optimizes resource use by reusing threads and
scales tasks efficiently by adjusting thread pool
size. Asynchronous execution enables tasks to run
independently, enhancing responsiveness. Compared
to multiprocessing, which uses separate processes
with higher memory overhead, and manual threading,
which requires more complex thread management,
ThreadPoolExecutor offers a simpler, more efficient
solution. It submits tasks in parallel to compare the
content of the uploaded file with each file model in the
list. The comparisons list stores the outcomes for later
review and documentation.

6.1. Stages for Detecting Similarity

For similarity detection, first, HMAC calculates
the TF-IDF for the documents and then uses cosine
similarity to compare the number of similar terms
present in the currently uploaded document to the
documents present in the database.

\
1

linear layer

pre-classifier

Fully Connected
Layer

0: Human Generated

1: Al Generated

Topic tagging

Fig. 4. Architecture of the artificial intelligence (Al) text detection model
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6.1.1. Term Frequency-Inverse Document
Frequency (TF-IDF)

TE-IDF is a statistical measure that evaluates
the importance of a term in a document relative to its
occurrence in a collection of documents. The TF-IDF
score for a term ¢ in document d is calculated as
follows:

TF-IDF(t,d,D)

TF-IDF(t,d, D) = TF(t, d) x IDF (t, D) 3)

IDF (t,d)=

o Total no.of documentsin corpus d N
No.of documents withtermt +1

Number of termst appears in document d

ITF (1,d) = _
Number of terms in document d

4)
where:
(i) TF (¢, d) is the term frequency of term ¢ in
document d
IDF (¢, D) is the inverse document frequency of
term ¢ in the document corpus d.

In HMAC, the TF-IDF matrix is utilized to
represent the importance of each term in the uploaded
assignment and other submissions, forming the basis
for similarity calculations. Below is an excerpt from
the output using a sample set of documents:

(0, 129) 0.1857772922586975

(0, 106) 0.1857772922586975

(i)

(0,99) 0.1857772922586975

(0,127)  0.1857772922586975

(0, 53) 0.1857772922586975

(0, 119)  0.1857772922586975

(0, 43) 0.1857772922586975

0, 3) 0.1857772922586975...

In the example above, the line (0, 129)
0.1857772922586975  indicates  that in  the

first document, the TF-IDF score for the term
represented by the word at index 2 is approximately
0.1857772922586975.

The TF-IDF matrix is presented in a compressed
sparse row format, an efficient representation for
sparse matrices. Each line in the output corresponds
to a non-zero entry in the matrix, with the following

components:

(i) (4, j) value: Represents a non-zero entry in the
matrix

(i) i: Row index

(ii1) j: Column index
(iv) value: TF-IDF score for the term in the document.
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6.1.2. Document similarity

Document similarity scores are computed using
the TF-IDF matrix as a base. The matrix’s non-zero
entries show how crucial particular terms are for
differentiating between papers. Comprehending the
TF-IDF score distribution offers valuable perspectives
on the distinct attributes of every document. Document
similarities can be interpreted more nuancedly when
terms with higher TF-IDF scores are identified as
having substantially contributed to the document’s
content.

In the context of HMAC, this metric serves as
a robust indicator of similarity between the uploaded
assignment and other submissions. A high cosine
similarity implies a closer resemblance between the
two documents. The cosine similarity scores are stored
in a list of tuples, where each tuple is structured as
(currentfile_index, db_file index, similarity score).
where,

(i) currentfile_index: Refers to the index of the
currently uploaded file

(i) db file index: Refers to the index of a document
stored in the database
(ii1) similarity score: Represents the calculated

similarity between the current file and the
database file.

Each tuple has three fields, with the O* index
being the currently uploaded document, the first index
being the document present in the database, and the
second index being the similarity score. Below is an
example of this list with two documents present in the
database and uploading a third.

For better visualization, these scores can also be
represented as a similarity matrix, where each cell at
position (currentfile index, db file index) contains
the similarity score. The sample data is presented in
Table 3. [(0, 1, 0.025970408434077174), (0, 2, 1.0),
(1,2, 0.025970408434077174)].

The diagonal entries are marked as since a
document’s similarity with itself was not computed.
This matrix representation complements the tuple
format, making it easier to identify relationships
between documents.

@ 9

Table 3. Cosine similarity matrix representing
the similarity scores between the current file and

the database file
Current file/ File 1 File 2 File 3
Database file
File 1 - 0.025970 1.0
File 2 0.025970 - 0.025970
File 3 1.0 0.025970 -
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6.1.3. Parallel comparison

ThreadPoolExecutor in Python facilitates
concurrent task execution through threads, which
is ideal for independent tasks like file similarity
comparisons. It optimizes resource use by reusing
threads and scales tasks efficiently by adjusting thread
pool size. Asynchronous execution enables tasks to run
independently, enhancing responsiveness. Compared
to multiprocessing, which uses separate processes
with higher memory overhead, and manual threading,
which requires more complex thread management,
ThreadPoolExecutor offers a simpler, more efficient
solution. It is particularly advantageous for central
processing unit-bound or I/O-bound tasks, balancing
ease of implementation with performance gains in
Python applications. Choosing ThreadPoolExecutor
depends on task characteristics and integration needs
within existing codebases and libraries. Given below
is the algorithm for file comparison.

Here are the definitions for the variables and terms

used in Algorithm 2:

° executor: The ThreadPoolExecutor instance used
to manage concurrent task execution

e file list: A list containing the file models to be
compared against the uploaded file

o future to filename: A dictionary that maps each
future task to its corresponding file model’s
filename

° comparisons: A list to store the comparison

data, including the uploaded file, other files, and

similarity results

file: The current file being processed in the loop

future: Represents a submitted task

filename: Corresponds to a future task

result: The result retrieved from a future task

comparison data: A dictionary that stores the

comparison data for each file comparison

o Exception as e: The exception caught during
error handling

7. Results
7.1. OCR
7.1.1. Document image generation

The primary purpose of this stage was to provide
a standardized format for further analysis and to ensure
uniformity in the subsequent stages of the project. The
input at this stage is a single-page PDF file, as shown
in Fig. 5.

7.1.2. Semantic segmentation with roboflow

This critical the precise
identification of within the

phase required
individual words
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Algorithm 2. File similarity comparison

1: function InitializeExecutor

2:  Create a ThreadPoolExecutor as executor

3:  return executor

4: end function

S:

6: function SubmitTasks (executor, file list,

future to_filename)

7:  for each file in file list do

8: future < executor.submit (compare_file
similarity, file[’content’], file[’model’])

9: future to_filename[future] «— file[’'model’]

10: end for

11: end function

12:

13: function ProcessCompletedTasks (futures, future to

filename, comparisons)

14: for each future in futures that are completed do

15:  filename «— future to_filename|future)

16:  result — future.result()

17:  if result is valid then

18:  comparison_data «— {’uploaded file’:uploaded
file_data, *other_file’: filname, ’similarity
result’:result}

19:  comparisons.append (comparison_data)

20: else

21:  Error message for being unable to calculate
similarity

22: end if Exception as e

23: Error message with exception details: e

24: end for

25: end function

26:

27: function Main (uploaded_file data, file list)

28:  executor < InitializeExecutor

29:  future to_filename «— {}

30: SubmitTasks (executor, file list,

future to_filename)
31: comparisons « []
32:  ProcessCompletedTasks (futures, future to_
filename, comparisons)
33:  Return comparisons
34: end function

converted document images. This stage was critical
in preparing the data for further processing, ensuring
that the subsequent OCR phase focused on accurately
segmented regions, allowing for more granular and
precise extraction of text content from document
images.

The properties of the segmented images, such
as their x and y coordinates, width, and height, were
systematically stored in the “box_dimensions™ array.
This array was critical in maintaining the spatial
information of each word in the document.

For Fig. 5, the following shows its “box
dimension” array.

[{‘index’: 1, “x’: 602, ‘y’: 360, ‘width’: 102, ‘height’: 39},
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Fig. 5. Document image generation: standardizing input for subsequent stages. This image represents
the outcome of the first stage in the optical character recognition workflow, which focuses on
document image generation

{‘index’: 2, °x’: 33, “y’: 144, ‘width’: 86, ‘height’: 35},
{‘index’: 3, ‘x’: 691, “y’: 706, ‘width’: 79, ‘height’: 34},

{‘index’: 154, *x’: 559, ‘y’: 372, ‘width’: 23, ‘height’: 14},
{‘index’: 155, “x’: 390, ‘y’: 660, ‘width’: 17, ‘height’: 14},
{‘index’: 156, ‘x”: 608, ‘y’: 747, ‘width’: 15, ‘height’: 13}]

The processed words were systematically
organized and saved in a specific folder. Each word
was given a unique title, denoted as “words Index,”
with the index corresponding to the word’s position in
the “box_dimensions” array. The table 4 depicts one
such example Roboflow model’s output. This indexing
system provided a seamless way to access the associated
images by directly referencing the “box_dimensions”
array.

7.1.3. Lexical ordering algorithm

This stage addressed the challenge of ensuring
the correct sequence of words within the document,
particularly when dealing with unordered or randomly
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detected words. The algorithm aimed to arrange the
words in a sequence that accurately reflected the
original order in the document.

After applying this algorithm, the ‘“box
dimension” array for Fig. 6 is updated as follows:
[{‘index’: 18, ‘x’: 25, ‘y’: 9, ‘width’: 65, ‘height’: 32},
{‘index’: 117, ‘x’: 126, ‘y’: 19, ‘width’: 80, ‘height’: 27},
{‘index’: 74, ‘x’: 223, y’: 7, “‘width’: 74, ‘height’: 37},

{‘index’: 78, ‘x’: 52, ‘y’: 793, ‘width’: 113, ‘height’: 35},
{‘index’: 82, °x’: 195, ‘y’: 790, ‘width’: 64, ‘height’: 23},
{‘index’: 126, ‘x’: 293, ‘y’: 787, ‘width’: 155, ‘height’: 34}]

The system’s systematic word indexing allows
for quick access to individual words by index number.
For example, if a word is given the index number 10,
it indicates that it is the first word in the corresponding
PDF section. Based on the array after applying the

algorithm to Fig. 5, the ordered words are produced as
depicted in Table 5.
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Table 4. Word detection and indexing results. This table displays the Roboflow model’s output, demonstrating the
detection of words in random order across various images

Image (‘\\&ﬂm Cﬁg:\f\g C'GQ“ c\&

-

Title (words_Index) words_1.jpg words_2.jpg words_3.jpg

Table 5. Ordered words extracted after applying the lexical ordering algorithm. This table presents the first three
words extracted in order after applying the lexical ordering algorithm (Section 4.3)

Image 0 e :)Un(\: Aas )

Title (words_Index) words_18.jpg words_117.jpg words_74.jpg

oo gl M o] [

\eodi s ssoc-ﬂz,%'\ne\l «\ea‘\q,.\l b ;

< P\ sty R Goalen -

Fig. 6. Semantic segmentation with Roboflow—refined output. This image shows the results of the semantic
segmentation phase using Roboflow

7.1.4. Image composition module Ore 900y day, widhes deaded do 99 O QO Odveddure. Tres o\
Rather than processing each word image Fig. 7. Image composition module output: optimized
individually, this method involved concatenating concatenation. This image depicts the output of the
groups of 10-word images into a single, continuous image composition module (Section 7.1.4). It displays
line. the first 11 words, as the specified batch_size was
For Fig. 5, this stage produced the following 11, demonstrating the effectiveness of the optimized
output (Fig. 7), based on a batch size of 11. concatenation approach
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7.1.5. Deep learning model inference

The image composition module generated
concatenated lines, which were then fed into the OCR
model for recognition and transcription. Using the
transformer’s encoder-decoder structure, the model
successfully converted visual features extracted from
images into a coherent sequence of word pieces, effectively
reconstructing the original handwritten content.

For Fig. 6, the model generates the following
output:

One sunny day, wishes decided to go on ACT
Adventure. They all decided to explore the mysterious
forest at the edge of the town with the SWR. Casting
warm rays. Wishers, the adventurous cat gathered his
friends. Under the Green Canopy of the mysterious
forest, Wishers and his friends ventured forth with
excitement in their hearts. The air was filled with the
sweet scent of blooming flowers, and the rustle of
leaves added a rhythm to their journey. As they delved
deeper into another woodland, they encountered a
balding brook, its crystal clear waters inviting them
to take A refastening pause. wishers, the adventurous
cat, with his sleek fur, approached the water’s edge.
He dipped his POW into the cool stream sending rifles
accrabs its surface Wishers said “Come On, everyone!
Let us follow the path beside the stream. I have A
feeling it will lead the US to something magical, It his
eyes sparkling with anticipation.

7.1.6. Evaluation

To evaluate the results, we used three error
measurements: character error rate (CER), word error
rate (WER), and word recognition accuracy (WRA).
These evaluation metrics is replicating the performance
indices as mentioned in Appendix 1.

The CER, or percentage of erroneous characters
in the system output, is a common metric in OCR
tasks. It can be computed by dividing the number of
incorrect characters by the sum of correct characters
and errors in the system output. Similarly, the WER
represents the percentage of incorrect words in the
system output. It is computed by dividing the number
of incorrect words by the sum of correct words and
system errors.

Errors

CER, WER= (5)

Correct + Errors

Similar to WER, WRA measures the accuracy
of whole-word recognition. It is calculated as the ratio
of correctly recognized words to the total number of
words.

WRA= Correctly recognized words

(6)

Total words
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To determine the number of errors, we first
aligned the ground truth sentence and OCR prediction
lines at the character level (both CER and WER).
We then calculated the overall Levenshtein distance
between the system output and the ground truth,
considering deletions and insertions (Li et al., 2021).

While calculating the CER is relatively simple,
different evaluation systems employ different
alignment approaches when calculating WER. Fig. 8
illustrates one alignment of a misspelled word example.
The alignment is character-level, so the missing letters
“e” and “x” will be paired with the empty string. If this
alignment is used to calculate WER, the word example
will be paired with the entire word exam, resulting in
one error.

7.1.6.1. Handwriting quality assessment

It is important to note that the experiment used the
same type of handwriting for all qualities. For instance,
to maintain consistency in the evaluation, “Good”
handwriting only includes text from one individual.

7.1.6.2. Factors affecting handwriting quality

To assess any handwriting, it is essential to
know the elements that affect handwriting quality.
Every clement, from word spacing to writing style,
influences our system’s overall efficacy in a variety of
handwriting attributes. Table 6 presents the factors that
are taken into consideration for handwriting quality.

7.1.6.3. Word-level error analysis

Word-level error analysis is a thorough
examination of our handwriting recognition system’s

Ground truth Sentence: This is a text

OCR Prediction: Thisisatt

Character Alignment:
This|i s text
s s teet
Fig. 8. An example of how the number of word errors
varies according to alignment. After aligning the
lines at the character level, aligning them at the word
level results in a word error count of 1 (e.g., the word

example is aligned with t € € t, the empty string)
Abbreviation: OCR: Optical character recognition

D> Character Error: 2

>Word Error: 1

(ve———0o ]

Th| i
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performance at the level of individual words. We
evaluated the recognition accuracy of each sample by
comparing the actual text to the system’s output. The
CER and WER were calculated to assess the system’s
ability to correctly identify individual characters
and entire words. In Table 7, the CER and WER
percentages are shown.

7.1.6.4. Line-level error analysis

By evaluating the recognition accuracy of
complete lines of text, line-level error analysis provides
a more comprehensive view than just analyzing
individual words. Each sample’s real lines and those
identified by the system were compared. We evaluated
the whole line recognition accuracy using line CER
and line WER metrics.

An error analysis was performed at the line
level. We examined how many lines were recognized
completely correctly and found that most of the lines
did not have any errors. With an average of over 70%,
every 12 lines were recognized correctly. In the set
of incorrect lines, most contained only minor errors,
typically due to common OCR confusion as described
by Kissos and Dershowitz (2016), Levenshtein, (1966).

7.1.6.5. Evaluation table

In this comprehensive performance evaluation,
we present the results of our HMAC system across
a range of handwriting qualities. We designed a
structured table with important indicators to provide a
more detailed picture of our system’s functioning. The
table includes an analysis of the number of sentences,
handwriting quality (best, good, and worst), total
lines processed, processing time, average speed per
sentence, and accuracy score.

Table 7 shows a notable relationship between
handwriting quality and OCR performance metrics.
As handwriting declines from “Best” to “Worst,”
processing time, average speed per sentence, and error
rates (both CER and WER) increase significantly, while
WRA decreases dramatically. Specifically, “Best”
handwriting quality has the lowest CER and WER
rates, 2.35% and 8.11%, respectively, and the highest
WRA at 95.30%. In contrast, “worst” handwriting
quality results in a significantly higher CER (33.22%)
and WER (66.44%), with a drastic reduction in WRA
to as low as 4.03%. This degradation is reflected in the
average speed per sentence, which rises from around
22 seconds for “Best” handwriting to more than
39 seconds for “Worst.” These patterns indicate that as

Table 6. Summary of key criteria for evaluating handwriting quality

Handwriting | Consistency in Spacing between Character Pen pressure Aesthetic appeal
Y-coordinate words legibility and stroke
consistency
Best Same line Consistent Clearly legible Uniform Pleasing
characters throughout the
writing
Average Some variation, within | Minor variations, Some variations | Minor Adequate
a defined threshold within an acceptable | not hinder variations with room for
range overall legibility improvement
Worst Significant variation Irregular or excessive | Inconsistencies | Significant Unattractive or
irregularities messy

Table 7. Handwriting Match and Artificial Intelligence Content System Performance Evaluation

Number of sentences 3 (43 words, 6 (115 words, including 11 (181 words, Average
including punctuation) including punctuation) | (6.6 words)

punctuation)

Handwriting qualities Best | Good | Worst | Best Good | Worst | Best | Good | Worst Average

Total lines 3 5 7 12 15 14 19 22 11.7

Processing time (seconds) 65.07 | 71.8 | 80.6 | 134.76 | 286.85|216.90 | 4144 | 4149 | 430.7 244.97

Average speed per sentence | 21.69 | 23.93 | 26.8 22.46 47.8 | 36.15 | 37.67 | 37.71 | 39.15 37.15

(seconds)

CER (%) 235 | 469 | 17.92 1.18 4.04 | 2874 | 2.03 7.14 | 33.22 8.56

WER (%) 8.11 | 21.62 | 40.54 12 68.00 | 8.97 19.87 | 66.44 24.22

WRA (%) 95.30 | 83.70 | 10.81 | 95.60 83 2.00 | 78.21 | 53.85 | 4.03 57.76

Abbreviations: CER: Character error rate; WER: Word error rate; WRA: Word recognition accuracy.
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handwriting clarity deteriorates, OCR systems struggle
more, taking longer to process text and producing
lower accuracy. This emphasizes the importance of
handwriting quality in achieving efficient and accurate
OCR, demonstrating that even minor deviations from
optimal handwriting can have a significant impact on
recognition performance.

The graphical representation of Table 7
offers a clear visual insight into our OCR system’s
performance across various handwriting qualities.
This graphical representation facilitates an intuitive
understanding of the system’s capabilities and
limitations by highlighting trends and disparities
across various categories of handwriting quality. Fig. 9
shows distinct trends by plotting a weighted sum of
key metrics: total lines, processing time (seconds),
average speed per sentence (seconds), CER, WER,
and WRA. The bar colors represent different sentence
counts—3 sentences (blue), 6 sentences (green), and
11 sentences (red), while the black line represents the
average sentence count for each metric.

7.1.7. Limitations

Handwriting  recognition  through  OCR
encounters several challenges, impacting its
effectiveness in capturing and interpreting diverse
styles of handwritten text. It struggles with text
written directly on lines, as this deviates from the
standard way of writing. In contrast, it performs very
well when text is placed between lines. Furthermore,

Weighted Aggregate Numbers for Different Handwriting Types and Number of Sentences

L6 _5L9 %15 —e— Average

50 8 3 Sentences.

drst 6 Sentences
11 Sentences

433

40 3856
36.82 37.02

Weighted Aggregate Number

CER (%) WER (%)

Quality Metrics

WRA (%)

Fig. 9. Graphical representation of Table 7, offering
clear visual insight for the untrained eye

Table 8. Performance measures before and after
fine-tuning. This table compares key performance
measures, such as accuracy and F1 score, before
and after the fine-tuning process

Performance | Before fine-tuning After
measures fine-tuning
Accuracy 93.07 98.3

F1 0.68 0.84
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OCR’s reliance on perfectly aligned images makes it
vulnerable to inaccuracies with tilted or rotated inputs.
Page curvature complicates recognition because OCR
is designed for flat pages and can struggle with curved
surfaces. Inconsistencies in lined pages, as well as
deviations from expected straight-line formation, have
animpact on accuracy. A fixed threshold for recognizing
handwriting does not account for the variability in
individual styles, and poor handwriting can result
in time-consuming processing, reducing real-time
efficiency. It is obvious that additional developments
in OCR technology are required considering these
constraints. It is imperative to tackle these challenges
to maximize the practical uses of OCR and enhance
its flexibility to the ever-changing scenarios posed by
handwritten documents in the real world.

7.2. Al Content Detection

The trained AI model achieved commendable
accuracy in distinguishing between human-generated
and Al-generated text, as shown in Table 7. After a
meticulous training process on a dataset tailored to the
study’s objectives, the model demonstrated a strong
ability to flag content with the signature characteristics
of Al-generated language.

The OCR stage extracts textual content from
images, which is then used as input for the Al
content detection model within the HMAC system.
The AI content detection model, which is primarily
based on advanced transformer-based architecture,
examines the provided text to determine whether it
was generated by a human or by Al. The findings of
this detection process are complex and offer insightful
information about the text in question. The model
calculates the percentage of content that is attributed
to human authorship and the percentage that has the
characteristics of Al-generated language. The output’s
dual nature serves as a quantifiable breakdown, clearly
showing the proportion of the submitted assignments
generated by Al versus those written by humans. The
text shown in Fig. 7 was generated using ChatGPT,
and when processed by the model, it produced the
following result.

. Class 0: 01.20%
o Class 1: 98.80%.

7.3. Performance Metrics

The performance of the Al content detection
model was evaluated at two stages: before and after fine-
tuning. The model was refined, allowing it to distinguish
between human-generated and Al-generated content
more accurately. The model’s remarkable accuracy of
93.07% before fine-tuning demonstrates its capacity
to accurately classify the source of content in each
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Comparison With and Without Stopwords

—— With Stopwords removal
—— Without Stopwords removal
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Fig. 10. Comparison of similarity percentage with
and without stopwords

assignment. After applying fine-tuning techniques, its
accuracy dramatically increased to 98.3%. Moreover,
significant improvements were observed in the FI
score, a measure that strikes a balance between recall
and precision. Before fine-tuning, the F1 score was
0.68, indicating a satisfactory performance. After fine-
tuning, it rose dramatically to a remarkable 0.84. The
result are well presented in Table 8.

7.4. Similarity Check

For similarity detection, the text generated
from the handwriting detection step was compared
to the previously submitted assignments stored in the
database.

Fig. 10 depicts the change in similarity detection
results before and after removing stopwords.

For this graph, a total of 21 files were used for
comparison. The contents of 10 files were completely
unique, while the remaining files contained similar
to the first set of 10 files. The graph clearly shows
that removing stopwords significantly decreased
the similarity percentage. The mean difference in
similarity was calculated to be around 14.905 using
the specified formula.

8. Conclusion and Recommendations

This multiple-layered strategy demonstrates that
HMAC is a useful platform that not only detects the
use of Al-generated content but also actively addresses
issues on academic integrity. The technology provides
students with an easy platform to submit assignments,
streamlining the assessment process for professors. By
doing so, HMAC provides teachers with the resources
they need to properly detect duplicate and Al-generated
content, ensuring an impartial and rigorous assessment
environment. HMAC serves as a preventive measure
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against the inappropriate use of generative models
in educational contexts and is crucial in preserving
the learning objectives of assignments by providing
teachers with a useful tool for assessment. It helps
to maintain the educational value of assignments
while actively discouraging the misuse of generative
models. HMAC acts as a vital safety net as education
evolves in the digital age, ensuring that assignments
fulfill their purpose of fostering authentic learning
experiences.

The contributions of this paper include the following:
(i) Improved handwritten content extraction
with OCR: This paper describes how our
OCR component improved the extraction and
interpretation of handwritten content from
images, particularly in the context of academic
documents and assignments. This includes
improvements in accuracy and efficiency,
which add to the overall landscape of document
digitization.

Enhanced identification of Al-generated content:
Compared to other approaches, this research
demonstrates how HMAC considerably enhances
the recognition of Al-generated content while
upholding academic integrity.

(i)

Expanding the system’s support for multi-
page PDFs is a critical priority, necessitating
optimizations in the OCR, content detection, and
plagiarism-checking modules to enable seamless
navigation of assignments spanning multiple
pages. The applicability of HMAC to a wider
range of academic resources would be significantly
increased through this modification. The future holds
promise for improving HMAC’s understanding
of semantic context and enabling more nuanced
contextual analysis. Incorporating sophisticated
natural language processing techniques would
allow the system to not only identify content but
also comprehend its meaning, fostering a better
understanding of assignments and their legitimacy.
Implementing a strong user feedback mechanism is
an important part of future development. Allowing
users to provide feedback on Al content detection
accuracy and plagiarism checks promotes iterative
refinement. A more user-centric and efficient system
can be created with the assistance of user-generated
suggestions for handling particular assignment types
or enhancing the user interface. Furthermore, the
integration of HMAC with Learning Management
Systems shows promise for streamlining assignment
submission and analysis processes in educational
institutions. Developing plugins or application
programming interfaces for seamless integration
with Moodle, Canvas, and Blackboard, among
other educational platforms, improves HMAC’s
accessibility and usability in educational ecosystems.
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In addition, incorporating features that provide users
with insights into the decision-making processes
of Al content detection models, thereby increasing
transparency and trust, is an important consideration
for future iterations of HMAC. This comprehensive
vision for future development establishes HMAC
as an evolving, adaptable, and user-friendly system
at the forefront of content analysis and plagiarism
detection in educational settings.
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Appendix

Appendix 1. Explanation of Precision, Recall, and F1-score

In this appendix, we provide an explanation of precision, recall, and F1-score, which are used as evaluation
metrics for HMAC.

(i)  Precision: A measure of the accuracy of positive predictions. It is defined as the ratio of true positives to
the sum of true positives and false positives.

No. of true positives

Precision= — o
No. of true positives + No. of false positives

A high precision indicates a small number of false positives, meaning that the model has a low tendency to
classify negative instances as positive.
(i) Recall: Also known as sensitivity or the true positive rate, it measures the proportion of actual positive
instances that are correctly identified by the model. It is defined as the ratio of true positives to the sum of
true positives and false negatives.

Recall= No. of true positives

No. of true positives + No. of false negatives

A high recall indicates a small number of false negatives, meaning that the model effectively captures most of
the positive instances.
(iii) FlI-score: The Fl-score is the harmonic mean of precision and recall, providing a balanced measure of
both metrics. It can be computed using the following formula:

2 x Precision x Recall
Fl-score=

Precision + Recall

The F1-score ranges between 0 and 1, where a value of 1 represents a perfect balance between precision and recall.
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Abstract

This study explores the integration of artificial intelligence (Al) tools in healthcare, focusing on their impact on
cognitive workload, decision-making, and professional development. The findings indicate that Al tools significantly
reduce cognitive load, enabling healthcare professionals to focus on higher-order tasks such as critical thinking
and complex problem-solving. A majority of participants reported that Al positively influences their professional
development, enhancing cognitive functions and empowering them in clinical decision-making. However, concerns
were raised about Al’s potential negative effects on hands-on clinical skills, particularly in areas such as physical
examinations and surgeries, which require manual expertise. These concerns align with the theory of “skill
degradation,” where over-reliance on Al may hinder the development of essential practical skills. In addition, the
study revealed that healthcare workers feared Al could reduce their autonomy in decision-making, emphasizing the
need for maintaining human oversight in Al-driven processes. The findings suggest that a balanced approach to Al
adoption is essential, where Al complements human expertise rather than replacing it. Training programs should be
developed to ensure that healthcare professionals retain core competencies while utilizing Al effectively. Overall,
while Al has the potential to improve healthcare delivery by enhancing efficiency and supporting decision-making,
its integration must be managed carefully to preserve the essential role of healthcare professionals in providing high-
quality care.

Keywords: Attificial Intelligence, Clinical Skills, Cognitive Load, Decision-Making, Healthcare, Professional
Development

1. Introduction professional practices, cognitive functions, and skill
retention (Bekbolatova et al., 2024; Karalis, 2024).
Despite the numerous benefits Al offers, there
is growing concern about its impact on the decision-
making autonomy of healthcare professionals and
their ability to maintain essential hands-on clinical
skills. With the increased reliance on Al systems for
diagnosing diseases, recommending treatment plans,
and managing patient care, some worry that healthcare
workers may gradually lose their ability to think

The integration of artificial intelligence (Al)
tools into healthcare has sparked a transformative shift,
driving significant advancements in clinical decision-
making, data analysis, and the overall efficiency
of medical processes. Al’s capacity to process
vast amounts of data, detect patterns, and provide
predictive insights holds the promise of improving
diagnostic accuracy, personalizing treatment plans,

and enhancing patient outcomes. In addition, Al tools critically and make independent decisions (Adegbesan
can support healthcare professionals in high-pressure et al.,, 2024). Furthermore, the reduction of direct
environments, reducing the burden of routine tasks and involvement in routine procedures due to automation
allowing them to focus more on complex patient care. may lead to skill degradation, particularly in areas
However, as the adoption of Al continues to expand requiring manual dexterity or clinical judgment. This
within healthcare settings, questions arise regarding issue is especially pertinent given the fast-paced,
its potential consequences on healthcare workers’ high-stakes nature of healthcare, where the ability to
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respond quickly and accurately is crucial (Rashid &
Rétting, 2021).

The potential erosion of healthcare professionals’
cognitive engagement, alongside the possible decline
in manual skills, raises concerns about the future of
clinical practice (Lovett et al., 2023). This study aims
to address these concerns by exploring the broader
implications of Al integration on healthcare practice.
Specifically, it focuses on how Al tools might reduce
cognitive load, enabling more focused and effective
decision-making. At the same time, it considers the
risks of over-reliance on technology, including the
potential for healthcare professionals to become less
engaged in active problem-solving, leading to a gradual
erosion of critical thinking and independent judgment.

In examining the role of Al in clinical settings,
this research also investigates how these tools
influence professional development (Fazakarley et al.,
2023). While Al offers opportunities for healthcare
workers to acquire new competencies, such as data
interpretation and technology management, there is a
need to ensure that the human element of care remains
intact (Hazarika, 2020). Maintaining professional
skills, including communication, empathy, and
technical expertise, is fundamental to providing
quality healthcare. Therefore, this study aims to
strike a balance between leveraging AI’s capabilities
to augment medical practice and safeguarding the
essential skills that healthcare professionals rely on
(Pavuluri et al., 2024).

Ultimately, the research seeks to uncover the
delicate balance between the benefits of Al tools and
the potential risks they pose to healthcare workers’
cognitive and professional growth. By understanding
how Al affects cognitive load, decision-making
autonomy, and skill retention, healthcare institutions
can develop strategies that enhance the use of Al
without compromising the essential elements of
professional practice that is critical to delivering
high-quality patient care. The research addresses the
following questions:

(i) How does exposure to Al tools influence
healthcare professionals’ ability to make clinical
decisions and retain key clinical skills?

What are healthcare professionals’ perceptions
of the impact of Al tools on their professional
development and mental capabilities?

To what extent do healthcare professionals
rely on Al tools for critical decisions and data
processing?

What concerns exist regarding the long-term
effects of Al tools on healthcare staff’s autonomy
and practical skills?

Are there significant differences in the
perceptions of Al tools based on gender, years of
experience, or frequency of exposure?

(i)

(iii)

(iv)

)

97

In addition, the research aims to accomplish the
following objectives:
(i) To assess the frequency of exposure to Al tools
in healthcare settings and its correlation with
professionals’ clinical decision-making and
cognitive workload.
To evaluate the impact of Al tools on healthcare
staff’s ability to process medical data efficiently
and their perceived empowerment in clinical
decision-making.
To explore concerns about the reduction of
hands-on clinical skills and the potential negative
impacts of Al on healthcare practice.
(iv) To 1identify demographic and experiential
factors (e.g., gender, years of experience,
exposure frequency) that influence healthcare
professionals’ perceptions of Al tools in clinical
practice.
To contribute to the understanding of Al’s
role in enhancing or limiting healthcare staff’s
professional development and the implications
for the future of clinical practice.

(i)

(iii)

™)

This research aims to provide insights into the
impact of Al on healthcare professionals’ cognitive
functions, decision-making skills, and professional
autonomy. It also seeks to explore how Al can be
integrated into healthcare without undermining the
essential skills and judgment that are critical to the
profession. In light of this, the research problem
revolves around the increasing prevalence of Al
tools in healthcare and the questions they raise about
their impact on healthcare professionals’ mental
and professional abilities. As Al becomes more
widespread, concerns have emerged regarding the
potential for healthcare workers to become dependent
on these technologies, which could diminish their
cognitive involvement in decision-making and erode
their hands-on skills. Despite the known benefits of
Al, such as reducing human error and improving
efficiency, it is crucial to further investigate its
potential negative effects on professional autonomy
and cognitive sharpness.

To address these concerns, this study aims to fill
a critical gap in understanding the effects of Al tools
on healthcare professionals. It is essential to examine
how Al can complement, rather than replace, the
expertise and judgment of medical professionals. By
exploring the relationship between Al and healthcare
workers’ cognitive and professional abilities, the study
seeks to inform policies and strategies that ensure Al
enhances healthcare practices while safeguarding the
skills and autonomy of medical staff. Therefore, this
research not only contributes to understanding Al’s
role in healthcare but also helps guide its responsible
implementation in clinical settings.
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2. Theoretical Framework and Literature Review

The integration of Al into healthcare is reshaping
the profession by offering potential advancements
in diagnostics, decision support, and automation of
routine tasks. However, its increasing prevalence
raises significant questions about its impact on the
cognitive and professional development of healthcare
workers, particularly doctors and nurses (Khan Rony
et al., 2024). While Al tools are praised for enhancing
efficiency and improving clinical outcomes, concerns
exist regarding their potential influence on cognitive
load, professional autonomy, and skill retention. This
literature review aims to examine the theoretical
frameworks that address these complex dynamics
between Al applications and healthcare professionals’
abilities (Ahmad et al., 2023).

Cognitive load theory (CLT) is central to
understanding the mental effort involved when
healthcare workers engage with Al tools. Al systems,
designed to automate tasks such as diagnostic imaging
and data analysis, have the potential to reduce
cognitive load by enabling professionals to focus
on more complex clinical decisions (Fox & Rey,
2024). However, over-reliance on Al could result in
diminished cognitive engagement, leading to a decline
in critical thinking and problem-solving skills. This
interplay between cognitive load and AI’s influence
on mental effort is crucial for understanding its impact
on healthcare professionals’ cognitive functions
(Zhai et al., 2024). In the context of the study results,
many healthcare professionals reported feeling more
confident in their decision-making, suggesting that Al
tools can indeed alleviate cognitive load. However,
the long-term consequences of reduced engagement
with critical thinking warrant further exploration (Cela
etal., 2024).

The theory of professional autonomy provides
insight into the potential impact of Al tools on
healthcare workers’ independence and judgment
(Salvatore et al., 2018; Mrayyan et al., 2024). While
Al systems offer efficiency and accuracy, they may
inadvertently undermine professionals’ sense of
autonomy. By offering tailored recommendations
and solutions, Al tools could reduce the space for
independent decision-making, thus diminishing
healthcare workers’ confidence in their judgment.
The results of this study echo this concern, as some
participants expressed unease about the potential
erosion of autonomy due to Al’s growing influence on
clinical decision-making (Zhai et al., 2024).

The integration of Al into healthcare influences
healthcare workers’ professional practices, with
theories like human—technology interaction exploring
how Al tools shape workflows and decision-making
(Masudin et al., 2024). Healthcare workers show
mixed reactions, appreciating Al’s assistance with data
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while fearing the loss of hands-on skills (Fritsch et al.,
2024). Skill acquisition theory suggests that while Al
automates routine tasks, it also creates opportunities
for developing new competencies in technology
management and data interpretation (Taie, 2014;
Mikalef et al., 2023).

The technology acceptance model and self-
determination theory assess healthcare workers’
engagement with Al, emphasizing factors such as
ease of use, usefulness, and intrinsic motivation
(Tao et al., 2023; Williamson & Prybutok, 2024).
While AI can streamline administrative tasks, it
must preserve professional autonomy and decision-
making capabilities. Al’s impact on decision-
making and patient outcomes is mostly positive, but
concerns about reduced cognitive engagement and
skill erosion persist (Khalifa & Albadawy, 2024;
Bekbolatova et al., 2024).

In Oman, Al integration in healthcare and
medical education is in its early stages but shows
great potential. Al Hadithy et al. (2023) found that
although medical students supported Al in curricula,
most had limited exposure and expressed concerns
about ethics and employment impacts. Al Riyami
(2024) highlighted barriers such as high costs and
infrastructure gaps in Omani institutions, although Al
tools such as DataRobot improved research efficiency.
Varnosfaderani and Forouzanfar (2024) emphasized
ATl’srole in clinical decision-making, medical imaging,
and patient monitoring while addressing ethical issues
like data privacy.

Ariffin et al. (2024) identified key areas for
sustainable healthcare management in Oman, such
as waste management and public health initiatives,
which align with the country’s Health Vision 2050. In
parallel, ElI-Khoury & Albarashdi (2024) examined
data protection laws in Oman and its neighboring
countries, highlighting the strong privacy frameworks
in place and the growing need for anonymization
technologies. The successful integration of Al into
Oman’s healthcare system will rely on strengthening
curricula, investing in infrastructure, and fostering
interdisciplinary collaboration. As Al continues
to advance healthcare by enhancing efficiency, it
is crucial to address its impact on cognitive load,
professional autonomy, and skill development
(Pavuluri et al., 2024). Table 1 illustrates the
relationship between Al applications and healthcare
professionals’ cognitive and professional abilities.
The integration of theoretical frameworks helps
provide a comprehensive understanding of how Al
influences cognitive and professional capabilities,
underscoring the importance of maintaining a
balance between preserving skills and autonomy
while embracing technological progress (Mashabab
et al., 2024).
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Table 1. Relationship between artificial intelligence (Al) applications and healthcare professionals’ cognitive and
professional abilities

Independent variable (AI applications/tools)

Dependent variable (cognitive and professional abilities)

Al tools for diagnostics: The use of Al applications
in diagnostic processes, such as analyzing medical
images, interpreting laboratory results, or predicting
patient outcomes, which can assist or replace
traditional diagnostic methods

Cognitive function and critical thinking: The ability of healthcare
professionals (doctors and nurses) to engage in critical thinking,
problem-solving, and independent judgment, particularly in complex or
emergency situations. The potential reduction in cognitive engagement
due to over-reliance on Al tools is a concern

Al-powered decision support systems: Systems
that provide recommendations or support for
decision-making in clinical settings, such as
treatment plans, medication suggestions, or patient
management strategies, based on Al algorithms

Professional autonomy: The extent to which healthcare professionals
feel empowered to make decisions independently, without heavy
reliance on Al tools. This includes confidence in decision-making and
the freedom to practice autonomously. The integration of Al tools may
reduce autonomy by providing pre-determined solutions, leading to
concerns about diminished independence

Automation of routine tasks: The use of Al for
automating repetitive tasks such as patient record
management, scheduling, or routine medical
procedures, which reduces the cognitive load on
healthcare professionals

Skill retention and development: The maintenance and enhancement of
professional skills, such as medical knowledge, manual dexterity, and
patient interaction skills. While Al can reduce cognitive load, it may
also lead to skill degradation if healthcare professionals become overly
reliant on automation for routine tasks. In addition, Al could foster new

competencies in technology management and data interpretation

Source: Developed by the author.

3. Methodology
3.1. Research Design

The study employed a descriptive-analytical
methodology with a quantitative approach, utilizing
a survey-based strategy to gather primary data from
healthcare professionals, specifically doctors and
nurses (Smith & Hasan, 2020). The survey incorporated
closed-ended questions, Likert-scale items, and open-
ended questions to capture diverse perspectives. The
questionnaire, developed in consultation with experts
in healthcare, Al, and research methodology, was
divided into four sections: demographic information, Al
exposure frequency, clinical decision-making impact,
and professional development (Baburajan et al., 2022).

To investigate the effects of Al tools on clinical
decision-making, skills retention, and professional
development (Khosravi et al., 2024), the survey
presented participants with a series of statements
about their experiences with Al tools. Respondents
rated their level of agreement on a five-point Likert
scale, ranging from “Strongly disagree” to “Strongly
agree,” allowing for a comprehensive assessment of
their interactions with Al in clinical contexts.

The survey was distributed through Google Forms
and shared through the Ministry of Health networks
on WhatsApp. Participation was voluntary, with no
personal information requested. Participants provided
informed consent and could withdraw at any time.

3.2. Sample Population

Given the unknown population in Oman,
the district of North A’Sharqiyah and Muscat, the
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researchers opted to distribute the survey electronically.
The sample comprised healthcare professionals with
varying levels of experience and exposure to Al
tools in clinical settings, including doctors, nurses,
and medical technicians. Demographic data such as
gender, years of experience, and the frequency of Al
exposure were collected to facilitate a deeper analysis
of how these factors influence perceptions of AI’s role
in healthcare. Among the 164 respondents, 27% were
male, and 73% were female. All participants worked
in the governmental healthcare sector. Regarding
professional experience, 13% had 1-5 years of
experience, 13.6% had 6-10 years, and the majority
(63%) had over 10 years. The sample distribution by
profession included 32.1% doctors, 58% nurses, and
9.9% medical technicians.

3.3. Data Analysis

Data were analyzed using both descriptive and
inferential statistics. Descriptive statistics provided
a summary of the frequency of responses for each
question, such as the percentage of respondents in
cach category for the Likert scale items. Inferential
statistics, including independent samples #-tests and
Levene’s test for homogeneity of variances, were
employed to assess differences in responses based on
factors such as sex, years of experience, and frequency
of exposure to Al tools. The independent samples
t-tests were used to compare perceptions of Al tools
between different groups, identifying significant
differences in areas such as confidence in clinical
decision-making, Al’s impact on clinical skills, and the
role of Al in professional development. Levene’s test
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for homogeneity of variances was conducted to check
for equal variances across groups. A significant result
(»<0.05) indicated unequal variances, suggesting that
different groups had inconsistent views on specific
aspects of Al in healthcare.

3.4. Voluntary Participation

Participation in the study was voluntary, with
the option to withdraw at any time without penalty.
Participants were informed about the study’s nature,
the anonymity of their responses, and their right to
withdraw. The research aims to explore the impact
of AI tools on healthcare professionals’ cognitive
functions, decision-making, professional autonomy,
and skill retention. Using a literature review and
survey methodology, the study examined the
relationship between Al tool exposure and professional
development outcomes in healthcare.

4. Results

This section presents the results through findings
from descriptive analysis and several major statistical
tests. Table 2 demonstrates that the frequency of
exposure to Al tools among healthcare staff varies, with
a significant portion using them daily (49.4%). Smaller
percentages reported using Al tools weekly (14.8%)
or rarely (18.5%), while 9.9% had never used them.
This variation in exposure reflects differing levels of
engagement with Al in clinical practice. In terms of
impact, most respondents agreed that Al tools reduce
cognitive load in decision-making (59.2% agree or
strongly agree), and 59.3% believed that Al enhances
their ability to think critically and solve problems in
complex situations. In addition, a substantial number
of healthcare workers (58.6%) reported that they or
their colleagues rely on Al tools for important clinical
decisions.

Al tools were perceived as valuable in helping
healthcare staff process and interpret medical data
more efficiently. Table 3 shows a significant portion of
respondents (67.9%) either agreed or strongly agreed
that Al tools enhance their ability to analyze medical
data. However, 8.7% strongly disagreed or disagreed
with this statement, indicating that some healthcare
workers may not fully experience the advantages
of Al in data processing. When it came to clinical
decision-making, 19.8% of respondents agreed that
Al empowers them to make better decisions, while a
notable 45.7% remained neutral, suggesting that many
healthcare professionals may be unsure of Al’s impact
on their decision-making.

Regarding clinical skills retention, 61.8% of
respondents agreed or strongly agreed that Al tools
support the retention of key clinical skills, such as

100

Table 2. Frequency of exposure to artificial
intelligence (AI) tools

Exposure to Al tools Al tools reduce the
cognitive load associated
with decision-making in

clinical practice
Type Percentage | Type Percentage
Never 9.9 Strongly 8.6
disagree
Rarely 18.5 Disagree 8.6
Daily 49.4 Neutral 235
Weekly 14.8 Agree 37.0
Monthly 7.4 Strongly 222
agree
Total 100 Total 100.0

Al tools enhance
healthcare staff’s ability
to think critically and
solve problems in complex
clinical situations

My colleagues rely on Al
tools to make important
clinical decisions

Type Percentage | Type Percentage
Strongly 7.4 Strongly 4.9
disagree disagree

Disagree 3.7 Disagree 13.6
Neutral 16.0 Neutral 222
Agree 543 Agree 45.7
Strongly 18.5 Strongly 13.6
agree agree

Total 100.0 Total 100.0

Source: Developed by the author.

diagnostic ability and patient management. However,
14.8% of healthcare workers felt neutral or disagreed
with this statement, reflecting some skepticism about
Al’s role in preserving essential skills. On the other
hand, 49.2% of healthcare workers believed that
Al tools reduce hands-on clinical skills, such as
performing physical examinations and surgeries.
While 16.0% strongly agreed, 51.3% remained neutral
or disagreed, highlighting the complexity of balancing
Al use with maintaining practical clinical capabilities.

Al tools were noted as regarded as helping
healthcare staff process and interpret medical data more
efficiently. As shown in Table 3, a significant portion of
respondents (67.9%) either agreed or strongly agreed
that Al enhances their ability to analyze medical data.
However, 8.7% strongly disagreed or disagreed with
this statement, indicating that some healthcare workers
may not fully experience the advantages of Al in data
processing. When it came to clinical decision-making,
19.8% of respondents agreed that Al empowers them
to make better decisions, while a notable 45.7%
remained neutral, suggesting that many healthcare
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Table 4. Perceived impact of artificial intelligence
(AI) tools on medical practices

Al tools help healthcare
staff process and interpret
medical data more

I feel that Al tools
empower me to make
better clinical decisions

The use of Al tools results

in a reduction of the need

for traditional or manual
medical practices in

I believe that AI tools
can negatively impact the
development of new skills,
particularly those related

efficiently
Type Percentage | Type Percentage
Strongly 6.2 Strongly 7.4
disagree disagree
Disagree 2.5 Disagree 272
Neutral 23.5 Neutral 457
Agree 45.7 Agree 19.8
Strongly 22.2 Strongly 100.0
agree agree
Total 100.0 Total 7.4

The use of Al tools
supports the retention of
key clinical skills, such
as diagnostic ability and
patient management

The use of Al tools
reduces healthcare
staff's hands-on clinical
skills (e.g., performing
physical examinations

and surgeries)

Type Percentage | Type Percentage
Strongly 6.2 Strongly 7.4
disagree disagree

Disagree 2.5 Disagree 27.2
Neutral 235 Neutral 45.7
Agree 45.7 Agree 19.8
Strongly 222 Strongly 100.0
agree agree

Total 100.0 Total 7.4

Source: Developed by the author.

professionals may be unsure of Al’s impact on their
decision-making.

Table 4 presents healthcare professionals’ varied
perspectives on the impact of Al tools in clinical
practice. A significant portion of respondents (37%)
agreed that Al tools reduce the need for traditional
manual practices in healthcare, with 14.8% strongly
agreed. However, concerns about the potential negative
impact of Al on the development of hands-on skills
remained, as 29.6% agreed and 22.2% strongly agreed
that Al could hinder the development of skills related to
patient care. Despite this, the majority of respondents
(49.4%) believed that Al positively influences their
professional development and cognitive capabilities,
with only 3.7% strongly disagreed with this statement.
These findings suggest that while Al was viewed as a
helpful tool in improving efficiency, there are ongoing
concerns regarding its long-term effects on skill
retention and independent decision-making.

Table 5 presents responses regarding concerns
about the long-term effects of Al tools on healthcare

healthcare work to hands-on patient care

Type Percentage | Type Percentage
Strongly 8.6 Strongly 4.9
disagree disagree
Disagree 12.3 Disagree 11.1
Neutral 27.2 Neutral 32.1
Agree 37.0 Agree 29.6
Strongly 14.8 Strongly 222
agree agree
Total 100.0 Total 100

I have concerns about Al positively impacts

the long-term effects
of using Al tools on

my overall professional
development and mental

healthcare staff’s ability capabilities

to make independent

decisions and retain

professional skills

Type Percentage | Type Percentage
Strongly 3.7 Strongly 3.7
disagree disagree
Disagree 12.3 Disagree 12.3
Neutral 21.0 Neutral 21.0
Agree 49.4 Agree 49.4
Strongly 13.6 Strongly 13.6
agree agree
Total 100.0 Total 100.0

Sources: Developed by author.

Table S. Concerns and impact of artificial
intelligence (AI) tools on healthcare practices

I have concerns about the Use of Al tools
long-term effects of using negatively impacts the
Al tools on healthcare professional practices of
staff’s ability to make healthcare
independent decisions and
retain professional skill
Type Percentage | Type Percentage
Disagree 0 Disagree 3.7
Strongly 9.9 Strongly 23.5
disagree disagree
Neutral 25.9 Neutral 32.1
Agree 44.4 Agree 30.9
Strongly 19.8 Strongly 9.9
agree agree
Total 100.0 Total 100.0

Source: Developed by the author.
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staff’s ability to make independent decisions and
retain professional skills, as well as the impact of Al
on professional practices. A majority of respondents
(44.4%) agreed that they have concerns about the
long-term effects of Al tools on healthcare staff’s
independent decision-making and skill retention,
while 25.9% were neutral. On the other hand, when
asked whether the use of Al tools negatively impacts
professional practice, most respondents disagreed
(23.5%), while a significant portion remained neutral
(32.1%). These findings suggest that while healthcare
professionals were concerned about the potential
long-term effects of Al on decision-making and skills
retention, the general view did not indicate a strong
negative impact on professional practices.

Forthestatistical analysis, theresults of significant
differences are outlined as follows: when considering
sex (male and female), the use of Al tools was
associated with a reduction in the need for traditional
or manual medical practices in healthcare work. The
analysis revealed F = 7.604, p=0.007, indicating a
significant difference between the groups. This suggests
that opinions on this topic varied significantly across
groups, requiring further investigation. In addition,
the results showed significant differences (p<0.05) in
several areas when examining years of experience in
relation to Al tools in healthcare. A key finding is that
Al tools helped healthcare staff process and interpret
medical data more efficiently, with a p-value of 0.000,
demonstrating a clear advantage in data handling.
Furthermore, healthcare workers reported feeling
more confident in making clinical decisions when Al
tools were used, with a significant p-value of 0.001,
underscoring the positive impact of these tools on
decision-making confidence.

Moreover, Al tools provided recommendations
that influenced clinical decision-making, as evidenced
by a p-value of 0.000. This suggests that Al plays a
crucial role in shaping decisions made by healthcare
professionals. In addition, AI tools empowered
healthcare workers to make better clinical decisions,
further supported by a p-value of 0.000. This
empowerment is particularly valuable in complex
clinical situations.

Interestingly, the use of Al tools was also linked
to the retention of key clinical skills, such as diagnostic
ability and patient management (»p=0.000), indicating
that these tools can complement traditional skills.
However, concerns were raised about Al’s potential to
reduce healthcare staff’s hands-on clinical skills, such
as performing physical examinations and surgeries,
with a p-value of 0.001 suggesting a negative impact
on practical skills. Furthermore, Al tools contributed
to a reduction in the need for traditional or manual
medical practices (p=0.000), reflecting the shift
toward more automated approaches. However, some
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workers believed that Al tools could negatively affect
the development of new skills, particularly those
related to hands-on patient care, as shown by a p-value
of 0.000.

Regarding professional development, Al tools
had a positive impact on overall development and
mental capabilities (p=0.000). However, concerns
about the long-term effects of Al on the ability to
make independent decisions and retain professional
skills were noted (p=0.004). Some participants also
expressed the belief that Al tools might negatively
affect professional practice in healthcare (p=0.000),
emphasizing the need for careful consideration of
their role. Finally, Al tools enhanced healthcare
staff’s ability to think critically and solve problems in
complex clinical situations, as indicated by a p-value
of 0.000, highlighting the cognitive benefits of these
technologies.

The results highlight significant differences
(»<0.05) in several aspects of healthcare roles in
relation to the use of Al tools. One area of importance
is confidence in clinical decisions. Healthcare workers
reported greater confidence in their decision-making
abilities when Al tools were used, as indicated by a
p-value of 0.003. This confidence is further supported
by the fact that Al tools provide recommendations that
influence clinical decisions (p=0.028), suggesting that
these tools play an active role in shaping the decision-
making process.

Al tools also appeared to empower healthcare
workers by helping them make better clinical decisions,
with a p-value of 0.011 reinforcing this positive
impact. However, despite these benefits, concerns were
raised that the use of Al tools could reduce healthcare
workers’ hands-on clinical skills, such as performing
physical examinations or surgeries (p=0.008). This
reduction in practical skills could be a potential
drawback of relying on Al in healthcare settings. On
the other hand, Al tools were also seen as contributing
positively to professional development and enhancing
mental capabilities (p=0.002), suggesting that they
may support growth in other important aspects of
healthcare roles. Yet, there are concerns about the
long-term effects of Al use, particularly regarding
its impact on healthcare workers’ ability to make
independent decisions and retain essential skills
(»=0.007). This underscores the need for a balanced
approach to integrating Al into healthcare to ensure
that professionals maintain their core competencies
while benefiting from technological advancements.

The results showed significant differences
(»=0.05) in several areas related to the frequency of
exposure to Al tools in healthcare. One key finding was
that the use of Al tools reduced the need for traditional
or manual medical practices in healthcare work, with
a p-value of 0.001, indicating that Al is increasingly
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replacing more conventional methods. This shift,
however, raised concerns, as some participants
believed that Al tools could negatively impact the
development of new skills, particularly those related to
hands-on patient care (p=0.000), suggesting that over-
reliance on Al might hinder the growth of practical
clinical skills.

On a more positive note, Al was perceived
to have a positive impact on overall professional
development and mental capabilities (p=0.001),
pointing to the benefits of Al in enhancing cognitive
functions and professional growth. Despite these
advantages, concerns were raised about the long-term
effects of Al tools on healthcare staff’s ability to make
independent decisions and retain professional skills, as
reflected by a p-value of 0.016, suggesting a potential
risk of dependency on Al over time. Further concerns
were expressed regarding the negative impact of
Al tools on the professional practice of healthcare
(»=0.000), indicating that some professionals fear Al
could undermine the quality of care or professional
standards. In addition, Al tools were seen to reduce
the cognitive load associated with decision-making in
clinical practice (p=0.000), making decision-making
more efficient but possibly at the cost of diminishing
critical thinking skills. Finally, there was a significant
concern that Al tools could limit healthcare staff’s
ability to make independent decisions in clinical
practice (p=0.000), suggesting that over-exposure
to Al may reduce healthcare workers’ autonomy in
clinical settings.

The independent samples #-test results
demonstrated significant differences in perceptions of
Al tools in clinical practice. There was a noticeable
variation in how much colleagues rely on Al tools
for critical decisions (p=0.003), with one group
reporting less reliance. Similarly, one group viewed
Al tools as less efficient in processing medical data
(p=0.010), reflecting a more negative perspective on
their usefulness. Confidence in decision-making also
varied significantly (p=0.002), with one group feeling
less confident when using Al tools. The influence of Al
on clinical decisions differed between groups, with one
group perceiving a stronger impact (p<0.001). Asimilar
trend was observed in the perceived empowerment
from Al tools in making better decisions (p=0.002),
with one group feeling less empowered. There was
also disagreement regarding whether Al tools helped
retain critical clinical skills (p=0.002), with one group
expressing more skepticism. Al’s effect on reducing
hands-on skills, such as physical examinations and
surgeries, was perceived more negatively by one
group (p=0.016). Finally, concerns about Al’s long-
term effects on decision-making and skill retention
were more pronounced in one group (p = 0.003). These
findings suggest varying experiences and perceptions
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of AI’s role in clinical practice, indicating areas that
may require further exploration to address concerns
and clarify AI’s impact on healthcare.

The test of homogeneity of variances (Levene’s
test) assessed whether different groups had similar
variances in their responses. A significant result
(»=<0.05) indicates unequal variances, challenging
the assumption of homogeneity required for tests
like analysis of variance. Several significant
differences were found in perceptions of Al tools in
clinical practice. For example, Al tools’ ability to
help healthcare staff process medical data efficiently
showed significant variation (Levene statistic = 6.172,
p=0.000), indicating differing levels of consistency
in responses across groups. Similarly, the perception
of Al tools limiting healthcare staff’s independence
in decision-making also had significant variability
(Levene statistic = 10.053, p=0.000), suggesting
inconsistency across groups. In addition, perceptions
of empowerment through Al tools (Levene
statistic = 3.046, p=0.022) and the retention of key
clinical skills (Levene statistic = 2.498, p=0.050)
revealed significant variance, showing inconsistent
views on Al’s role in these areas. The impact of Al tools
on hands-on clinical skills (Levene statistic = 13.665,
»=0.000) and the need for traditional medical practices
(Levene statistic = 6.118, p=0.000) also demonstrated
substantial differences across groups. Furthermore,
concerns about AI’s impact on skill development
and professional practices (Levene statistics = 6.549
and 6.870, respectively; both p=0.000) highlighted
variability in opinions. Finally, the perception that
Al tools reduce cognitive load in decision-making
(Levene statistic = 5.289, p=0.001) showed differing
views among groups. These findings suggest
significant differences in how groups perceive the
impact of Al tools in clinical practice, highlighting
varied experiences and opinions that warrant further
investigation.

5. Discussion

This study explores the increasing integration
of Al tools into clinical practices, affecting healthcare
professionals’ cognitive workload, decision-making,
and professional development. The results are
consistent with existing literature that emphasizes Al’s
potential to enhance healthcare by reducing cognitive
load and increasing efficiency (Buntinx et al., 2020;
Jha et al., 2020). However, concerns have emerged
regarding AIl’s impact on hands-on clinical skills and
independent decision-making, which are crucial for
healthcare professionals’ long-term autonomy.

A key finding is that 59.2% of healthcare
professionals believe Al reduces cognitive load. This
aligns with studies indicating that AI’s ability to
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process large datasets enables clinicians to focus on
higher-level tasks (Amir et al., 2022). Furthermore,
59.3% of respondents reported enhanced critical
thinking and problem-solving, supporting the CLT,
which asserts that reducing extraneous cognitive
load through technology improves decision-making
(Sweller, 2011). This positive perception reinforces
the idea that Al complements human expertise in
healthcare rather than replacing it.

However, concerns about Al undermining
hands-on clinical skills, particularly in areas such as
physical examinations and surgeries (49.2%), were
raised. This is consistent with the concept of “skill
degradation,” where over-reliance on technology may
hinder the development of manual and diagnostic skills
(Mann & Stokes, 2019). Literature on automation
advocates for a hybrid model, where Al assists rather
than replaces human capabilities, ensuring sustainable
healthcare development (Davenport & Kalakota, 2019).

The study also reveals significant variation in
responses based on demographic factors such as years
of experience and gender. More experienced healthcare
professionals tend to view Al as a supportive tool, while
those newer to the field are more dependent on Al for
guidance (Brock et al., 2021). This highlights the need
for tailored Al training and implementation strategies
to address different levels of expertise and familiarity
with technology. In addition, 44.4% of respondents
expressed concerns about Al limiting independent
decision-making, fearing excessive reliance on Al
This is supported by the dependency on automation
theory, which suggests that increasing Al integration
may reduce professionals’ ability to make decisions
without technological assistance (Parasuraman &
Riley, 1997). While Al can enhance decision-making,
it is essential that healthcare professionals retain
the cognitive and practical skills needed to navigate
complex clinical environments.

Al in healthcare has garnered significant
attention, with studies exploring both its advantages
and drawbacks. A prominent theme in the literature
is the enhancement of cognitive functions, such as
decision-making and data interpretation. Al tools
assist healthcare professionals by efficiently analyzing
large datasets, thus reducing the cognitive load (Topol,
2019). This study’s findings align with these themes,
as respondents reported improvements in cognitive
functions and critical thinking. However, balancing
technology with human skills remains a challenge.
Researchers such as Brynjolfsson and McAfee (2014)
emphasize Al’s dual nature — improving efficiency
while potentially undermining traditional skills. The
study’s finding that Al could reduce hands-on clinical
skills echoes these concerns, especially in fields like
surgery that requires manual dexterity. Hybrid models
combining Al with human expertise are recommended
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to preserve essential clinical skills (Davenport &
Kalakota, 2019).

The study highlights the integration of Al tools
into clinical practices, and specific examples of these
tools can clarify their practical relevance. Al tools in
healthcare, such as clinical decision support systems,
machine learning algorithms for diagnosing medical
conditions, and advanced systems like robot-assisted
surgery and Al-driven data analytic platforms, enable
healthcare professionals to analyze large datasets,
offer evidence-based recommendations, and assist in
surgeries. Some examples include:

(i) Clinical decision support systems: These
tools assist in diagnosing medical conditions
by analyzing patient data and offering
recommendations. For example, IBM Watson
Health helps diagnose cancer by analyzing
extensive medical literature and patient records.
Al-driven data analytics: Platforms like Google
Health’s Al algorithms for interpreting medical
imaging, such as radiology scans, enhance
diagnostic accuracy by identifying patterns
that are invisible to the human eye. This study
suggests that Al tools like these significantly
improve healthcare workers’ ability to interpret
complex data, leading to more accurate diagnoses
and treatment plans.

Robot-assisted surgery: Systems such as Da Vinci
Surgical Systems provide enhanced precision
in complex procedures. While Al supports the
technical aspects of surgery, it does not replace
the surgeon’s expertise but rather augments it to
improve patient outcomes.

(i)

(1i1)

Including these examples allows the study to
better illustrate the practical applications of Al tools
in healthcare settings, demonstrating their tangible
impact on cognitive workload and clinical outcomes.

In terms of professional development, Al is
viewed as enhancing healthcare workers’ cognitive
capabilities and empowering them to solve complex
problems. The theory of professional identity
development suggests that Al support can bolster
healthcare workers’ professional confidence (Simmons
et al., 2021). This study found that most healthcare
professionals believe Al positively influences their
professional development, supporting this theory.

However, concerns about AI’s long-term effects
on decision-making autonomy are well-documented.
The concept of “human-in-the-loop” decision-
making stresses the importance of maintaining human
oversight in Al-driven processes (Gunkel, 2018).
The findings of this study reflect these concerns, as
participants believe that Al could restrict their ability
to make independent clinical decisions.

In summary, the integration of Al in healthcare
presents both opportunities and challenges. While the
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study emphasizes Al’s role in reducing cognitive load
and enhancing professional development, concerns
regarding the erosion of hands-on clinical skills and
decision-making autonomy persist. These findings
highlight the need for a balanced approach to Al
adoption, ensuring it complements human expertise.
Furthermore, future research should explore the long-
term effects of Al on skill retention, decision-making
autonomy, and the development of training programs
to help healthcare professionals navigate technological
advancements.

As Al tools continue to be integrated into
healthcare, several ethical considerations must be
addressed to ensure their responsible use, particularly
regarding data privacy and equitable access. Al tools
often require access to large datasets, including patient
histories, test results, and imaging, raising significant
privacy concerns. Maintaining the confidentiality
of patient data is crucial, and Al tools such as IBM
Watson Health and Google’s diagnostic systems must
comply with healthcare regulations such as HIPAA
(Health Insurance Portability and Accountability
Act) in the United States and GDPR (General Data
Protection Regulation) in Europe to mitigate these
risks. Healthcare institutions must prioritize data
encryption, anonymization, and secure cloud storage,
along with compliance with data protection laws.
Transparency about how patient data is collected
and used for Al purposes will foster trust between
healthcare professionals, patients, and Al developers.

While Al has the potential to significantly
improve healthcare delivery, its benefits may not be
universally accessible. Factors such as geography,
economic disparities, and healthcare infrastructure
can limit access to Al-powered solutions. In low-
resource areas, such as rural or underserved regions,
Al tools may be unavailable due to high costs or
lack of infrastructure, which could exacerbate
health inequities. To ensure equitable access, global
healthcare organizations and policymakers should
advocate for affordable, open-source Al solutions
that can be implemented across diverse healthcare
environments. Training local healthcare workers to
use these technologies effectively is also crucial.
Collaboration between governments, NGOs, and Al
developers can help create scalable solutions to ensure
that Al benefits are accessible to all, regardless of
income or location.

6. Conclusion

This study provides valuable insights into
the growing role of Al tools in clinical practices,
highlighting their positive impact on healthcare
professionals’ cognitive workload, decision-making,
and professional development. The results indicate
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that AT significantly reduces cognitive load, allowing
healthcare workers to handle complex tasks more
efficiently and focus on higher-order decision-making
and critical thinking. These benefits align with existing
research suggesting that Al tools streamline processes,
improve clinical outcomes, and enhance healthcare
delivery by processing large datasets in real time.

However, concerns about AI’s potential negative
effects, particularly on hands-on clinical skills
and independent decision-making, have emerged.
As Al becomes more integrated into healthcare
workflows, there is a risk of diminishing manual and
diagnostic capabilities, which are crucial for long-
term professional effectiveness and patient care. This
concern is particularly evident in fields such as surgery
and physical examinations, where direct patient
interaction is essential.

The study underscores the importance of adopting
Al in a manner that complements human expertise
rather than replacing it. A balanced integration of Al
should enhance healthcare professionals’ roles while
preserving core competencies forindependent decision-
making and direct patient care. Achieving this requires
designing Al systems and training programs that
promote a collaborative relationship between humans
and machines, ensuring that healthcare workers can
maximize the benefits of Al without sacrificing their
autonomy or clinical competence.

Furthermore, the findings align with theoretical
frameworks like CLT and professional identity
development, demonstrating AI’s potential to enhance
cognitive functions and decision-making abilities.
However, the study also raises concerns about skill
degradation, echoing the theory of dependency on
automation. The integration of Al into healthcare has
profound societal implications. While Al can improve
healthcare delivery by reducing cognitive load and
supporting decision-making, it is essential to ensure
that it does not compromise hands-on care. A balanced
approach will help advance healthcare efficiency while
preserving essential human skills, ultimately benefiting
both patients and society.

For healthcare professionals, Al offers valuable
support in decision-making, data analysis, and
critical thinking, potentially enhancing professional
development. However, there is a risk of over-reliance
on Al, which could undermine autonomy and reduce
hands-on clinical skills. Training programs should
therefore focus on integrating Al while preserving
core competencies, ensuring that professionals
remain capable of independent decision-making and
maintaining practical skills. From an organizational
standpoint, healthcare institutions must implement Al
in ways that complement human expertise, offering
tailored training for staff based on their experience
and fostering collaboration between AI and human
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practitioners. In addition, Al integration should not
compromise decision-making autonomy or clinical
skills.

This study’s limitations include its reliance on
self-reported data, which may be biased, and its focus
onaspecific set of Al tools and healthcare professionals,
limiting generalizability. Future research should
examine Al’s long-term effects on skill retention
and professional development in various healthcare
settings. In addition, studies on Al’s impact on patient
outcomes and the development of comprehensive Al
training programs are needed for effective integration
into clinical practice.

The following are several recommendations for
Al training programs:

(i) Hybrid training model: Al training should
complement traditional medical education.
Healthcare professionals should be trained to use
Al tools effectively while maintaining clinical
judgment, promoting decision-making that
integrates Al recommendations without over-
relying on technology.

Scenario-based training: Incorporate Al into
scenario-based training programs that simulate
real clinical situations. This will help professionals
integrate Al with traditional practices and build
confidence in making independent decisions
when Al may be less reliable.

Regular skills refresher courses: Healthcare
professionals should participate in refresher
courses to maintain core competencies, such
as physical examinations and diagnostics.
This ensures that Al complements, rather than
replaces, essential hands-on skills.

Focus on ethical use of Al: Training should cover
the ethical use of Al, including its limitations,
human oversight, and potential biases.
Healthcare workers must learn to critically
assess Al recommendations and understand its
implications across patient populations.
Differentiated training based on experience:
Training should be tailored to the professional’s
experience level. For instance, senior doctors
may focus on advanced Al applications, while
newcomers may learn foundational concepts and
the daily use of Al tools.

Continuous feedback and evaluation: Al training
should be ongoing, with regular feedback on
professionals’ use of Al in clinical settings.
Performance evaluations should track the
impact of Al on practice and identify areas for
improvement.

(i)

(1i1)

(iv)

)

(vi)

By implementing these recommendations,
healthcare organizations can ensure Al supports
professionals without undermining their clinical skills
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or autonomy, ultimately enhancing healthcare delivery
and professional development.
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Abstract

Brain tumors represent one of the most extreme and complex types of cancer, requiring unique analysis for powerful
remedy and management. Accurate and early identification of brain tumors can greatly enhance patient outcomes
and decrease mortality. Nowadays, deep learning aids the medical field a lot by diagnosing magnetic resonance
imaging images in brain tumors. The potential of deep learning architectures to improve brain tumor diagnosis
accuracy was explored in this work. This study evaluated three different convolutional neural network architectures:
AlexNet, VGG16, and ResNet18 as an ensemble model. By leveraging the complementary strengths of these models
and applying them to a dataset sourced from local hospitals and public repositories, this research aims to address
the challenges in accurate and early brain tumor detection. Our ensemble technique achieved excessive accuracy,
demonstrating its potential for reliable computer-aided diagnosis (CAD) in medical imaging. However, while the
results indicate an improvement in class overall performance, the novelty of this approach is restrained because it
builds upon existing methodologies as opposed to offering a completely new framework. The gathered dataset was
used to train and test the models. To enhance the dataset’s balance and the models’ performance, data were collected
from Rizgary Hospital (Erbil) and Hiwa Hospital (Slemani), addressing the underrepresentation of cases from the
Kurdistan Region of Iraq (KRI). These image enhancement techniques were applied to two categories: normal and
abnormal brain tumors. Several brain tumor datasets are available online for the development of CADs, but not KRI
cases, which pose challenges in their classification through deep learning models. This study was implemented with
Python programming language. Out of the three models, ResNet had the highest accuracy of 98.66%, VGG16 had
an accuracy of 97.8%, and AlexNet had an accuracy rate of 97.666%. The ensemble, using both majority voting and
weighting voting strategies, achieved an accuracy of 98.33%.

Keywords: Brain Tumor, Computer-aided Diagnosis, Magnetic Resonance Imaging, Transfer Learning

1. Introduction chemical impulses, influencing our experiences

This document is a template for Microsoft Word. and lives (Mathivanan et al., 2024). The brain is an
Absolute confidence, human needs, technological extraordinary organ, serving as a cornerstone in the
paradigms, hospitals, and organizations have all domains of cognition, emotion, and humanity. The
significantly improved in the twenty-first century, mind consists of remarkable components, each with
with computing and records technology displacing distinct functions, exemplifying complexity. The
other fields like an octopus (Alfonse & Salem, 2016; cerebral cortex, a convoluted outer layer, governs
Nawaz et al., 2022). The human brain, situated awareness, whereas the cerebellum is responsible
within the skull, is an essential organ responsible for balance and coordination. The formation of an
for various functions, governed by a network of abnormal cellular proliferation, manifested as a mass
billions of neurons that coordinate electrical and or lump, is referred to as a tumor or neoplasm (Lauko
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et al., 2022). It is an aberrant proliferation of cells in
the essential spinal canal or the brain. Two types of
brain tumors exist, classified as benign and malignant.
Meningiomas and low-grade gliomas are alternative
designations for benign tumors, whereas malignant
tumors are referred to as glioblastoma multiforme
and high-grade gliomas. The most common type of
brain neoplasm is referred to as a malignant tumor
(Leena & Jayanthi, 2020). Brain tumors characterized
by a homogeneous structure are classified as
benign, as they do not include malignant cells. This
can be entirely resolved with surgical removal or
radiological monitoring, ensuring they do not recur.
The life-threatening tumor is a malignant neoplasm
characterized by a heterogeneous structure containing
the majority of cancerous cells. The treatment for
malignant tumors involves chemotherapy, radiation, or
a combination of both. Consequently, timely analysis
of brain tumors is a crucial element in the advancement
of therapy (Harnod et al., 2014). Consequently, it is
essential to ascertain the dimensions of the brain
tumor and establish the associated grade. Recently,
advancements in magnetic resonance imaging (MRI)
have significantly improved the detection rate of brain
malignancies. It has established a crucial foundation in
the study of tumor diagnosis and image registration (El
Kader et al., 2021). Tasked with fostering awareness of
self and surroundings, including influencing muscular
actions (Khairandish et al., 2022). Every responding
notion, emotion, and plan is facilitated by the brain.
MRI and computed tomography scans are diagnostic
modalities utilized to reveal the internal structure of
the brain. MRI is advantageous for delineating soft
tissues and revealing the internal architecture of the
framework. The MRI delineates the contrast between
normal and abnormal tissues. This work utilizes MRI
data to identify the damaged areas in the brain. MRI
utilizes a powerful magnet and radio waves to generate
a distinctive image of the patient’s internal organs
(Praveen & Agrawal, 2016). MRI poses no danger
to the human body as it does not involve radiation.
It provides statistics regarding anomalous tissues for
diagnostic purposes. MRI is non-invasive, making
it highly popular among individuals and commonly
utilized for assessing tumor size, shape, and type
(Ramtekkar et al., 2023).The MRI scans can accurately
reflect the brain’s structure and function, allowing
for multi-angle and multi-modal imaging with
minimal harm to the human body. Consequently, it is
extensively utilized in the identification of neurological
disorders (Fang & Wang, 2022). The amalgamation of
deep learning and artificial intelligence has markedly
enhanced medical image processing, resulting in
substantial progress in the detection, diagnosis, and
characterization of diverse medical disorders. This has
allowed healthcare providers to make better-informed
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decisions, especially in the precise classification
of cancer kinds, including lung and breast cancer
(Siva Raja & Rani, 2020). This integration has led
to earlier diagnoses, enhanced treatment decisions,
and better patient outcomes. Artificial intelligence is
essential in surgical planning, facilitating accurate
segmentation of lesion margins and cerebral structures
while balancing intervention with the preservation of
quality of life (Arumugam et al., 2024). It forecasts
problems, recurrence rates, and therapeutic responses,
directing appropriate follow-up tactics and facilitating
personalized patient management through customized
screening protocols. Transfer learning is a machine
learning methodology that has garnered considerable
interest in the medical domain, emphasizing the
utilization of pre-trained models on extensive datasets
for particular tasks. Transfer learning is an essential
instrument in medical image analysis, facilitating
the development of high-performance models while
minimizing training duration and computing expenses
(Pacal, 2024). With the evolution of the field, transfer
learning is anticipated to assume a more pivotal role
in enhancing patient care. Numerous transfer learning
models, such as VGG16, ResNet, and AlexNet, have
demonstrated significant effectiveness in this domain.
Transfer learning models, employing the depth and
intricacy of neural networks, are utilized to discern
complicated patterns in medical images (Mathivanan
et al., 2024). This versatile approach extends beyond
these well-known architectures, with numerous other
models contributing to the growing range of tools
for medical imaging analysis (Kumar & Ma, 2024).
Transfer learning in medical imaging has markedly
accelerated the development process and enhanced
the performance and accuracy of pre-trained models,
facilitating swifter and more precise diagnoses of
malignant tumors, especially in their detection and
categorization (Remzan et al., 2024). The efficiency
improvements realized by transfer learning models
have substantial implications for patient care, as
early diagnosis and accurate categorization of
cancer types are crucial for commencing prompt and
focused treatment methods (Mandle et al., 2024). The
interplay among deep learning, artificial intelligence,
and transfer learning is set to revolutionize medical
picture analysis. The integration of these technologies
enhances the capacities of healthcare workers and
has the potential to improve patient outcomes and
transform medical diagnostics (Giil & Kaya, 2024).
This study makes its key contribution through pre-
trained convolutional neural network (CNN) ensemble
methods that enhance brain tumor diagnostic accuracy.
This study combines the AlexNet, ResNetl8, and
VGG16 networks through an ensemble system,
which shows the advantages of multiple architecture
implementations during prediction. Through the
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combination of majority and weighted voting systems,
the classification precision increases. The first section
of'this paper is the introduction, and the second section
is the related work, where we show the work of other
papers, their methods, and results. Section 3 of the
paper discusses the methods of our paper and how they
are utilized. Section 4 is about our preparations and
the experiments we have done. The fifth section is the
result of our experiments and comparison with other
datasets. Finally, Section 6 concludes the paper.

2. Related Work

The main goal of this study is to review and
comprehend brain tumor classification and recognition
strategies established globally between 2015 and
2024. The current study reviews the most widespread
procedures for detecting brain cancer that have been
made accessible universally, in addition to observing
how effective computer-aided diagnosis systems are
in this process. Current relevant review papers, along
with their respective specifics and highlights, are
discussed in this section.

ZainEldin et al. (2023) propose a method for
diagnosing and classifying brain tumors using CNNSs,
and an adaptive dynamic sine-cosine fitness grey wolf
optimizer is presented in this paper. The proposed
model, Brain Connectivity Matrix-CNN, outperforms
other models when evaluated on the Brain Tumor
Segmentation Challenge (BRATS) 2021 dataset with
an accuracy of 99.99%. It features both hyperparameter
tuning of a CNN and segmentation capabilities
utilizing a 3D volumetric data segmentation (3D UNet)
architecture. In a study by Abdusalomov et al. (2023),
a new method of brain tumor detection using deep
learning was developed, the central idea of which is
based on the enhancement of the You Only Look Once
(YOLOvV7) model integrated with additional
components such as the Convolutional Block Attention
Module, Spatial Pyramid Pooling Fast Plus(), and
Bidirectional Feature Pyramid Network. This model is
implemented and trained using a dataset of MRI
images, which allowed for the achievement of
satisfactory accuracy equal to 99.5%. It focuses on the
correct detection of glioma, meningioma, and pituitary
tumors and performs better than previously existing
methods in this regard. Problems of small tumor size
and instability of localization were resolved due to
effective feature extraction. Ranjbarzadeh et al. (2021)
suggest an innovative method for brain tumor
segmentation based on CNNs using a Distance-Wise
Attention  Mechanism. The model achieves
computational efficiency and lower overfitting by
concentrating only on the more localized areas of
interest and using pre-processing for unnecessary
information. Experiments on the BRATS 2018 dataset
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provide competitive results with good performance in
tumor localization and segmentation. Mahmud et al.
(2023) aim to improve the efficiency of deep learning
in detecting brain tumors from MRI scans. A CNN
framework is presented and evaluated against other
architectures, including ResNet-50, VGGI16, and
Inception V3. It used a sample of 3264 MRI scans and
emerged with the CNN model, achieving the highest
performance at 93.3% accuracy and an area under the
curve (AUC) at 98.43%. Based on the study, it focuses
on the early stage of tumor detection to further reduce
the mortality rate of the patients using the pre-
processing and data augmentation methods. Noreen
et al. (2020) recommend using deep learning
methodology, attempting an automated diagnosis of
brain tumors focused on differentiating among the
three types: gliomas, meningiomas, and pituitary
tumors, utilizing MRI. It uses two pre-trained models,
Inception-v3 and DenseNet201, to extract features
from different layers and combine them in order to
improve the classification. The feature-level fusion
technique is known to provide multiscale and dense
embeddings, which are better than other existing
techniques. The Inception-v3 model achieved an
accuracy of 99.34%, and the DenseNet 201 model
achieved 99.51% accuracy on the testing dataset. The
results support the second hypothesis and show that
brain cancer classification through feature fusion is
effective and can be considered a viable approach for
medical imaging tasks. Mostafa et al. (2023) tackled
the problem of brain tumor segmentation through deep
learning techniques with MRI images. Khan et al.
(2022) present a solution that offers complete
automation based on a CNN model, which is a modern
deep-learning technique making use of datasets
containing multimodal MRI images, including the
BRATS. Major results include the segmentation of
brain tumors into classes: Necrotic and edema
enhancing, with the achievement of validation
accuracy of 98% even in different settings. The
methodology  includes: preprocessing, data
augmentation, model training including U-Net
sampling techniques, and model optimization with
cross-entropy loss and categorical method. The
research focuses on progress made in the area of
automated brain tumor diagnosis and efforts made to
enhance efficiency and the level of precision to be used
in assisting medical personnel. The paper describes a
novel hierarchical deep-learning model for brain tumor
identification. The developed hierarchical deep
learning with 2D and 3D features for brain tumor
segmentation (HDL2B-TUMOR-CLASSIFIER)
system consists of CNNs that divide the studied brain
tumors into four types: Glioma, meningioma, pituitary,
and no tumor. The model achieved a 92.13% accuracy,
which is significantly higher than many of the methods
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known: the model’s miss rate was 7.87%. A dataset of
3,264 images was used in three stages: Preparation,
training, and validation. It focuses on assisting clinical
diagnoses of brain tumors by increasing the speed of
detection and the accuracy of classification. Ghaffari
et al. (2020) show that the classification and
segmentation of brain tumors demonstrate substantial
development when deep learning and machine learning
models are applied to the process. The researchers
utilized multimodal MRI together with machine
learning and CNN on the BRATS dataset to tackle the
problem of costly and time-consuming physical brain
tumor segmentation. The research analyzed multimodal
MRI to develop a benchmark that showed more than
90% success through previous work comparisons. In a
study by Gao et al. (2022), a multi-scale CNN was
used on the BRATS dataset for dealing with heavy
computational needs that affect 3D convolution
networks and the independent nature of single-view
2D slices. This model implemented multi-scale
approaches to effectively show how neighborhood size
affected segmentations in three-dimensional CNNs
while achieving superior tumor segmentation
performance at enhancing tumor (75%), whole tumor
(90%), and tumor core (84%). According to a study by
Albalawi et al. (2024), the application of CNN
technology to process the Kaggle database successfully
solved problems with manually detecting brain tumors
from MRI images because of diverse tumor
dimensional characteristics and variations in shape and
brightness. The study created a high-performing
classification system that differentiated glioma from
meningioma and pituitary tumors with a 98.04%
success rate. The hybrid deep learning framework by
Rasheed et al. (2023) combined AlexNet with
ResNet-18 using a support vector machine (SVM) to
analyze MRI data collected at Nanfang Hospital and
Tianjin Medical University General Hospital.
Researchers worked on tumor brain classification
through the combination of CNN algorithms with
SVM methods because they wanted improved
precision in detecting tumor and non-tumor patterns.
The combined model reached a performance level of
95.1% accuracy coupled with 95.25% sensitivity and
98.50% specificity. Jader et al. (2024) tackled
painstaking issues associated with the segmentation
and classification of brain tumors that are prone to
human error. Its tasks include the classification of MRI
images into four categories: pituitary, glioma,
meningioma, and nontumorous. Subsequently, the
research carried out employed VGG-16, ResNet-50,
and AlexNet models, which were based on transfer
learning, and consolidated them into an ensemble
model in order to increase classification accuracy.
Achieving greater classification accuracy than the
older methods, the ensemble model performed better
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than other methods such as Naive Bayes, decision
trees, random forests, and deep neural networks. The
results returned were 99.16% accuracy, 98.47%
sensitivity, 98.57% specificity, 98.74% precision,
98.49% recall, and 98.18% F1 score. The primary
innovation of this paper is brain tumor classification
ensemble transfer learning, which is a new diagnosis
approach. The results prove this method is effective.
The deep learning method for classifying various
stages of Alzheimer’s disease (AD) presented in
Ramzan et al. (2020) was conducted on a sample that
consists of resting state functional MRI images
collected by the AD Neuroimaging Initiative, which is
comprised of 138 subjects. The model classifies six
stages of AD, which include: Cognitively normal,
significant memory concern, early mild cognitive
impairment, mild cognitive impairment, late mild
cognitive impairment, and AD. The goal of this study’s
research is to enhance the diagnostic process for the
classification of AD at its early stages, which poses a
great challenge due to similarities in symptom
presentation and a lack of multiclass classification
approaches. Doing so allows for the contribution of
this research to be more clinically relevant. Residual
learning, transfer learning, and deep learning methods
of this work have been shown to significantly improve
classification performance. Results show that the
average accuracy of the ResNet-18 model that was
fine-tuned is 97.88%. This achieves the best results to
date and exceeds accuracy in classifier development
for all stages of AD. In Roopa et al. (2022), a CNN
algorithm is suggested for detecting brain tumors in
MRI images. The study employed a dataset of 3,264
MRI scans, classified into four categories: Glioma,
meningioma, pituitary tumor, and no tumor. The
challenge in focus is the timely and precise
identification of brain tumors for effective treatment
management. The study analyzes the performance of
the designed CNN against the ResNet-50, VGG16,
and Inception V3 benchmark models, measuring the
accuracy, recall, AUC, and loss. The main contribution
of the paper is uncovering the effectiveness and benefit
of the proposed CNN model, which outshone other
models by achieving an accuracy of 93.3%, an AUC of
98.43%, a recall of 91.19%, and a loss of 0.25. The
authors’ conclusions indicate that the CNN algorithm
put forward is a dependable answer for detecting brain
tumors from MRI images and is more accurate and
robust than popular transfer learning algorithms. Putzu
et al. (2020) present a classifier model that is based on
CNNs and is built on top of AlexNet. Their research
attempts to solve the content-based image retrieval
problem using CNNs for feature extraction and
relevance feedback (RF). The dataset encompasses
Caltech-101, Caltech-256, Flowers-102, and SUN-
397, which have different classes of images for the
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retrieval tests. The most important part of this paper is
the introduction of two CNN architectures for RF, one
of which has an original AlexNet depth but a last layer
adapted to feedback, and the other one has an additional
layer for better user feedback incorporation. The work
also investigates some query refinement approaches
such as relevance scoring and mean feature
computation to improve retrieval accuracy. The
experimental results confirm that the proposed CNN
based RF methods increase the retrieval accuracy,
where RF using classification outperformed feature
extraction in the later iterations, which proves the
effectiveness of tuned CNNs on interactive image
search systems. The study by Al-Hadidi et al. (2020)
features an advanced technique that employs a multi-
model CNN using Xception, DenseNet-201, and
EfficientNet-B3 as classifiers to identify brain tumors.
The study seeks to address the issue associated with
low classification accuracy in brain MRI images,
which stems from variations in tumor size, shape, and
position. The data set contains THOMAS (Dataset 1)
and NICKPARVAR (Dataset 2), which each contain
MRI photographs of glioma, meningioma, pituitary
tumor, and other no tumor categories. The algorithm
developed in this work is innovative in the sense that it
bases model selection on the validation accuracy and
false positive rate to combine multiple CNN models
and thus results in better classification efficiency. The
results show that multi-model CNN outperformed
single CNN models, achieving 97.74% accuracy on
Dataset 1 and 99.69% on Dataset 2, which is an
improvement between 1.29% and 4.19% for Dataset 1
and 0.22-0.61% for Dataset 2. Based on these results,
it can be concluded that traditional single-model
approaches to brain tumor detection are less effective
than the multi-model approach. Abdullah et al. (2024)
suggest incorporating deep CNN (DCNN) techniques,
which are based on the VGG-16 model for tumor
identification in MRI scans. This dataset has 253 MRI
images of the brain—155 with identified tumors and
98 without. These images were obtained from Kaggle.
The research is aimed at providing a solution for
automated and accurate brain tumor detection, which
circumvents manual methods that are labor-intensive
and highly subjective. The primary alteration the
authors made to the architecture of VGG-16 was a
substitution of the last max-pooling with Global
Average Pooling, which mitigated the effects of
overfitting and improved generalization. The accuracy
achieved by the proposed DCNN model is 96%, which
is higher than the accuracy achieved using conventional
methods. The model performed remarkably well, as it
achieved a precision of 0.93, a sensitivity of 1.00, an
F1-score of 0.97, Cohen’s kappa of 0.91, and an AUC
0of 0.95, an indicator of the effectiveness of the tool for
clinical experts to improve brain tumor detection and
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expedite treatment measures. Asif et al. (2022) focus
on the classification of brain tumors using pre-trained
DCNNs like VGG-19, VGG-16, ResNet50, and
Inception V3 on MRI images. The dataset consists of
305 brain MRI images, including tumorous and non-
tumorous cases, collected from publicly available
sources. The study addresses the problem of fully
automated and accurate classification of brain tumors,
which is significant for prompt diagnosis and
therapeutic intervention. The main effort stems from
determining how effective transfer learning is with the
pre-trained DNNs with the small sample set, and the
poster shows that high accuracy can be achieved. The
results indicate that VGG-19 achieved the highest
accuracy of 99.48%, followed by VGG-16 (99%),
ResNet50 (97.92%), and Inception V3 (81.25%).
These results support the claim that the automated
classification of brain tumors with models assisted by
a transfer learning framework is practical and does not
require elaborate feature extraction procedures.

3. Methodology
3.1. Dataset

Three deep learning models, namely AlexNet,
ResNetl8, and VGG16, were utilized for the
implementation of this proposed approach. The trained
deep-learning models operated on data obtained
from both local hospitals and public repositories.
The main research objective of this study does not
revolve around transfer learning innovations but
rather deploying ensemble voting methods to enhance
classification accuracy. The ensemble framework
carried out predictive analysis by using majority voting
and weighted voting methods to boost classification
outcomes. The proposed approach uses existing
ensemble learning techniques for its effectiveness
while mainly depending on established principles.
The main advancement occurs from the practical
application of these models in medical imaging
contexts instead of creating new computational
structures. Future explorations need to use deep
features or advanced fusion techniques to improve
methodological innovation.

For developing the model, a dataset was
collected, which had 200 cases of patient MRI images
using Digital Imaging and Communication in Medical.
Of those 200 cases, 100 of them were normal, and 100
of them were abnormal; the dataset normal cases had
38 male patients and 62 female patients, and in the
abnormal 67 male and 33 female, which means males
are infected with brain cancer, the age of the patients
was in the range of (19-98) years old. It required
3 months of data collection from Rizgary Hospital
and Hiwa Hospital from the cases of 2024; 2 months
were spent for data cleaning, which gave the outcome
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of 3000 images 1500 of them were normal, and 1500
were abnormal with a resolution of 512 x 512, and 15
images from each case, and Table 1 shows the detail of
dataset split, which was divided into 80% for training
and 20% for testing. The dataset was organized into
two main folders: Normal and abnormal. Within each
folder, images were further divided into test and train
subfolders. Specifically, 300 images were allocated for
testing and 1,200 images for training in each category,
as shown in Table 1.

Overall, training and testing the data for each
model took between 2 and 5 h, different for each
model, using a Legion 13" Gen Intel (R) Core (TM)
17-13650HX 2.60 GHz having an Nvidia RTX 4060
GPU with 16 GB of RAM DDRS 4,800 MHz and 1.5
TB SSD NVME hard disk 3,500 mb/s.

3.2. Methods

The proposed model, illustrated in Fig. 1,
employs three well-known transfer learning
approaches—ResNet, VGG16, and AlexNet, an
ensemble model—to create three classes for analyzing
and estimating: the recommended frame. The data
undergoes three transfer learning techniques, and
following analysis, it’s divided into an 80% training
set and a 20% testing set. Using Pytorch, this code
implements and assesses three deep learning models,
AlexNet, ResNet, and VGG16, based on an image
dataset. To begin with, the code imports and processes
the image dataset by creating a training and testing
split. The models are adjusted for their required
number of output classes, and weights have been
initialized from pre-trained models. At the phase of
training, loss and accuracy scores are computed for
each batch and overall raw and weighted accuracy
statistics are recorded across a number of epochs.
After training has been completed, it tests the models
on the test data and scores them in terms of accuracy,
confusion matrix, as well as a classification report.
Also, the code performs an ensemble of the models
by using majority and weighted voting and computes
the ensemble accuracy as well. Multi-class receiver
operating characteristic (ROC) and AUC metrics
to analyze the model’s multi-class classification
performance are also calculated and presented.
Confusion matrices and comprehensive classification
reports for training and test sets are presented to
evaluate the performance of the models according

Table 1. Data split detail

Phase | Abnormal (50%) | Normal (50%) | Total
Train 1,200 1,200 2,400
Test 300 300 600
Total 1,500 1,500 3,000
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to the various classes. Fig. 2 shows the normal and
abnormal images of brain MRI.

3.3. Pre-processing

Pre-processing refers to the input images that
will go for further analysis to improve the effective
analysis. It comprises eliminating artifacts for better
focus, concentrating on the area of the brain by
excluding non-brain tissues, and cutting up the image
with segmentation to define its meaningful parts
(Khairandish et al., 2022). In the context of image
processing, pre-processing regularly includes resizing
pixels to a hard and fast size, normalizing pixel
values to a trendy range, applying data augmentation
techniques like flipping or rotating to growth variety,
and converting photos into tensor formats appropriate
for computation. These steps collectively ensure the
statistics are optimized for effective model learning
and evaluation (Rasheed et al., 2023).

3.3.1. ResNet

ResNet, which stands for residual network, is a
deep-learning architecture proposed by Ramzan et al.
(2020) as a way of solving problems posed during
classification. The primary advancement of this system
is the deployment of the so-called residual or skip
connections, which make it possible to directly add
portions of a layer back into a layer (Jader et al., 2024;
(Mahmud et al., 2023). The network is able to learn
residual mappings, which makes the whole optimization
process less complicated and also reduces the problems
of vanishing gradients that are experienced in deep
networks. ResNet architecture is built using modular
residual blocks each of which contains convolutional
layers that perform batch normalization and rectified
linear unit (ReLU) activation in conjunction with skip
connections (Ramzan et al., 2020). ResNet reliability
and versatility have thus made it a more commonly
used model to transfer learning between several tasks.
With the ability to train very deep networks, ResNet
has served as a point of reference in deep learning,
proving that if done well within trained deeper models,
they yield better results (Ramtekkar et al., 2023). The
model consists of several blocks, as shown in Fig. 3.

3.3.2. VGG16

The structure is distinguished by a uniform and
deep architecture, which contains 16 weight layers
of three fully connected and thirteen convolutional
layers. The unique feature of VGGI16 is the use of
small 3 x 3 convolutional kernels in each layer of the
network. A smaller kernel is not a drawback, as many
convolutional layers may be accustomed to compute
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(80%)

Pre-Processing
the dataset

Apply Models

Data augmentation

Fig. 1. Proposed model architecture

Fig. 2. Normal (left) and abnormal (right) images of
brain magnetic resonance imaging

complex and hierarchical features (Roopa et al.,
2022). Definitely a typical approach for the mentioned
architectures supporting wider kernels as opposed to the
deeper network (Mahmud et al., 2023); (Sulistyowati
et al., 2023). The structural design of VGG16 is quite
simple, adopted sequential architecture without skip or
residual connections, and this makes it very easy to
build and comprehend. The architecture’s depth and
its design enable it to perform effectively in retrieving
the details of visual features; hence, it is widely used
for image classification, transfer learning, and feature
extraction (Bansal et al., 2023). Fig. 4 depicts the
architecture of VGG16.

3.3.3. AlexNet

AlexNet features eight layers in total, namely,
five convolutional and three fully connected layers.
The model proposed multiple measures to train deep
neural networks more efficiently (Mathivanan et al.,
2024). As for the architecture, the authors employed
ReLU activations, which considerably sped up the
training process, dealing with the vanishing gradient
problem that is extremely common for the use of
sigmoid or tanh activations. Moreover, AlexNet
included dropout into the network to prevent the issue
of overfitting and also used data augmentation to
extend the limited training set and its variability. The
biggest advancement, however, was the training on
GPUs, which allowed for harnessing their parallelism
in order to tackle the numerous computationally heavy
operations needed in the model (Jader et al., 2024).
It was also the case that AlexNet implemented local
response normalization, which sought to increase
the feature learning of the model through neuronal
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competition (Putzu et al., 2020). The success of the
architecture proved the ability of deep learning to tackle
complicated vision problems, which in turn led to the
construction. AlexNet allowed for the development of
the modern architecture of CNNs, establishing it as a
landmark in the evolution of deep-learning algorithms
(Nawaz et al., 2022). The model consists of several
layers, as shown in Fig. 5.

4. Preparation and Assessment Experiments

In this experiment, a large dataset of 3,000
images was collected from 200 cases of patients,
1,500 of them were benign, and 1,500 were Malignant.
All the data was collected within 3 months in Erbil
Rzgray Hospital and Sulaymaniyah Hewa Hospital
to ensure the effectiveness of the training and testing
phases. We also collected two more datasets to access
a robust computing environment. The datasets that
we collected from Kaggle were Brain Tumor Image
Dataset with Grayscale Normalization and Zoom and
Brain MRI Images for Brain Tumor Detection, which
were used to compare with the data we collected.
Importantly, the same datasets were utilized for all
advanced models, encompassing both the training
set and the testing set. The success of our models
can be attributed to the collaborative contributions
of Sklearn, TensorFlow, and PyTorch. For optimal
performance in all high-end models, a block size of
32 was determined to be the most effective. Table 2
illustrates the hyperparameter details of transfer
learning models.

The evaluated model, ResNetl8, exhibited
superior performance, achieving the lowest testing
loss of 0.0235 at epoch 30 and testing accuracy of
99.33.00%. Among the evaluated models, AlexNet
exhibited the lowest testing loss of 0.1026 at epoch
32 but experienced the most fluctuation in testing
accuracy. It ultimately achieved testing accuracy of
98.17%. VGGI16 demonstrated promising results,
achieving training accuracy of 98.83% and loss of
0.0426 at epoch 39, respectively, Figs. 6-8 describe the
result of the three models from each epoch.
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Table 2. Hyperparameters of transfer learning
models for image classification

Quantifying performance | Assessing measurement

and evaluation outcomes

Size of the batch 32

Optimizer Adam

No. of epochs 50

Rate of learning 0.0001

Evaluation criterion Cross-entropy loss
function

Training Confusion matrices

An ensemble of three models combines their
predictions to enhance accuracy and robustness. This
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can be executed through strategies such as voting
(majority or weighted), where the final output is
primarily based on the consensus or confidence of each
model. For brain tumor classification, an ensemble of
ResNet18, VGG16, and AlexNet should use majority
or weighted voting to supply extra reliable predictions.
The pseudocode below shows the process of
combining all three models and running them together.
It also shows the result of the training and testing data
accuracy for each of the models. Furthermore, we got
the ensemble predictions of all the models together;
the majority voting was (98.33%), and the weighting
voting was (98.33%). Lastly, we also found the ROC
curves, an AUC of 1, and plot accuracies for the
models over the epochs as shown in Figs. 9-11, which
show the architecture of the ensemble model.
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5. Experimental Results and Comparison
5.1. Results and Discussion

The primary aim of the learning technique
presented is to develop several models in this study.
The initial ResNet represents a specific learning
methodology. The second model is VGG 16, and the third
is AlexNet. The accuracy, specificity, and sensitivity
computed during the testing in this work serve as the
evaluation metrics for the three models in this system.

Table 3 proposes an evaluation metric for the
ResNet18, VGG16, and AlexNet models’ performance
in training and testing out datasets, differentiating
between “normal” and “abnormal” instances of the
dataset. These metrics contain precision, Fl-rating,
and support for both datasets.

° Accuracy: Accuracy refers to the ratio of the true
patterns to the summation of entire patterns. It
can be expressed as
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1 Setup and Preprocessing

e  Define dataset path and image
transformations.

e  Load dataset, split into training (80%)
and testing (20%).

° Create Data Loaders for training and
testing.

2 Define Models
° Create AlexNetModel, ResNetModel,

VGG16Model classes.
e Modify last layer of each model to match
the number of classes.
3 Initialize
° Load models and move to CPU/GPU.
° Set training parameters (epochs, learning
rate, loss function).
4 Train Model
° For each batch in training data:

° Forward pass, calculate loss,
backpropagate, update weights.
° Track training loss and accuracy.
5 Evaluate Model
° For each batch in testing data:
° Forward pass, calculate loss, track
predictions.
° Compute test loss and accuracy.
6 Train and Evaluate All Models
° For each model (AlexNet, ResNet,

VGG16):
° Train and evaluate for each epoch.
° Store training/testing metrics.
7 Ensemble Predictions
° Predict on test set using all models.
° Combine predictions using majority
voting and weighted voting.
° Calculate ensemble accuracy.
8 Performance Visualization
° Plot accuracies for all models over
epochs.
° Compute and plot ROC curves (binary or
multi-class).
9 Metrics
° Calculate and display confusion matrix,
accuracy, and classification report for
training and testing datasets.

True Positive

+ True Negative

Accuracy = x100

True Positives + False Positives
+ True Negative + False Negative
° Precision: The percentage of accurately projected

positive observations to the total projected
positives
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Table 3. Training and testing all models

Model Type | Precision | Recall | F1-score

ResNet18

Testing Normal 0.99 0.98 0.99

Abnormal 0.98 099 | 099

Training Normal 1 1 1

Abnormal 1 1 1

VGGI16

Testing Normal 0.97 0.99 0.98

Abnormal 0.99 097 | 098

Training Normal 1 1 1

Abnormal 1 1 1

AlexNet

Testing Normal 0.97 0.99 0.98

Abnormal 0.99 097 | 098

Training Normal 1 1 1

Abnormal 1 1 1

Precision = True Positive

True Positives + False Positives

Greater precision shows fewer false positives.

o Recall (or sensitivity): The percentage of
accurately projected positive observations to all
actual positives

Recall = True Positive

True Positives + False Negative

Greater recall shows fewer false negatives.
o F1-Score: The harmonic mean of precision and
recall

_ 2 x Precision x Recall

score

Precision + Recall

A high Fl-score shows that the model balances
precision and recall in a good way.

Fig. 12 illustrates the ROC curves for all
three models. ResNet is exceptionally proficient in
differentiating between the two classes, exhibiting
minimal false positives and a high rate of true positives
across various thresholds. An AUC of 1 demonstrates
high model performance. VGG16 also had a proficient
ROC curve with a result of 1, and lastly, AlexNet had
an ROC curve result of 1.

5.2. Comparison

Table 4 provides a detailed performance
evaluation for the testing of three transfer learning
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e  Ensemble Models:

° Ensemble (Majority Vote) and Ensemble
(Weighted Vote) methods continually
outperform character models, emphasizing
their robustness in combining a couple of

predictions.
° Optimal Epochs:
° Models obtain their fine overall

performance at varying epochs depending
on the dataset complexity and size.

5.2.1. Brain tumor image dataset with grayscale
normalization and zoom (3096 images)

The dataset was brought from Kaggle; it consists
of 3096 brain images. That contains normal and
abnormal. As shown in Table 5, the method used in my

model had the highest accuracy and the method used
in (Al-Hadidi et al., 2020). Had the lowest accuracy.
Furthermore, (Wang et al., 2024) Had the highest
precision.

5.2.2. Brain MRI images for brain tumor detection
(252 images)

The dataset was also brought
Kaggle; it contains 252 images of normal and
abnormal brain images. As shown in Table 6,
the methods used in (Asif et al, 2022) had the
highest accuracy among all the methods, with
InceptionResNetV2 having the highest accuracy, while
(Bakr Siddiaue et al., 2020) had the lowest accuracy
among all. Moreover, InceptionResNetV2 had 100%
in precision.

from

Table 5. Performance comparison of brain tumor image dataset with grayscale normalization

Method Accuracy (%) Precision (%) Recall (%) F1-score (%)
Multi-model of Xception, DenseNet-201, and 97.74 97.7 98.06 97.92
EfficientNet-B3. (Santoso ef al., 2024)

U-Net, CNN, VGG19 (Dhiman & Satpute, 2019) 93.7 - 93.1 -

CNN (Al-Hadidi et al., 2020) 75 - - -
AlexNet, VGG, ResNet (Wang et al., 2024) 96.94 99.32 - -
ResNet50 and VGG16 (Abdullah et al., 2024) 92.6 - - -
Ensemble model (ResNet18, VGG16, and AlexNet) 98.5 98 98.5 98.5

Table 6. Performance comparison with the dataset of brain MRI images for brain tumor detection

Method Accuracy (%) | Precision (%) | Recall (%) | Fl-score (%)
Deep convolutional neural network (DCNN) (Bakr 96 93 100 97
Siddiaue et al., 2020)
VGG-19, VGG-16, ResNet50, Inception V3) 99.48 100 98.76 99.17
(Krishnapriya & Karuna, 2023) 99 100 08.18 99.08
97.92 77.77 87.27 82.24
81.25 53.84 63.25 58.16
Xception, NasNet Large, DenseNet121, 99.67 99.68 99.68 99.68
InceptionResNetVZ (ASif etal., 2022) 9934 9936 9936 9936
99.00 98.72 99.36 99.04
99.67 100.00 99.36 99.68
DCNN (Ramtekkar et al., 2023) 98.9 - - -
Detection (Phase 01: DBFS-EC Framework), 99.56 99.91 98.99 99.45
Classification (Phase 02: HFF-BTC Framework) (Khan 99.20 99.13 99.06 99.09
etal., 2022)
Ensemble model (ResNet18, VGG16, and AlexNet) 92.15 89.5 0.90 90
Ensemble model (VGG-16, ResNet-50, and AlexNet) 99.16 98.74 98.49 98.18
(Jader et al., 2024)
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6. Conclusion

This research has proven the efficiency of
employing transfer learning architectures, ResNet18,
VGG16, and AlexNet, for the identification of brain
tumors through MRI images. Of the three models,
ResNetl8 outperformed the others thanks to its
outstanding accuracy of 98.66%. This enabled it to
proficiently navigate complex data patterns as well as
solve common issues experienced by convolutional
networks, one of them being the vanishing gradient
problem. The performance of VGG16 was equally
promising, as the model recorded an accuracy of
97.8%, aided by its deep convolutional configuration
that enabled the model to learn advanced features.
Yet, AlexNet, a less complicated architecture, also
performed reasonably well with an accuracy 0f 97.66%,
demonstrating its applicability in less demanding
environments. The technique of ensemble learning
further brought to the surface the fact that improving
the accuracy of individual models enhances the overall
model accuracy to 98.33%, thereby supporting the
case for combined models in improving diagnosis.
This work not only supports the credibility of deep
learning approaches to medical imaging but also the
transformative nature of transfer learning in medicine,
where the challenges posed by low datasets have been
streamlined. In the future, studies might investigate
the addition of further transfer learning frameworks,
hyperparameter tuning, and multi-modal imaging data
to enhance their diagnostic capabilities. This study’s
findings are valuable in improving the diagnosis
and management of a brain tumor, which provides
a basis for better medical solutions that are more
accurate and efficient. Future work could discover
innovative alternatives, fusion strategies, architectural
modifications, or hybrid models to further enhance
diagnostic accuracy and model robustness.
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Abstract

Digitalization plays an essential role in improving company performance, including banking. Understanding
consumer sensitivity in digital banking applications is essential for strategic decisions. This research aims to analyze
the user’s sensitivity of the largest state, first mover, and largest private bank digital application in Indonesia, using
the Naive Bayes technique through Python. The data were taken from the Google Play Store, a software provider
application for computer/laptop and mobile users, with a time range of 3 months from April 2023 until July 2023. The
applications as the subject were XAA because it is owned by the largest state-owned bank, namely Bank XA, XBB
because it belongs to the first mover for digital banks, and XCC, which is an application from the largest privately
owned bank, namely Bank XC. The results reveal that most digital bank application users in Indonesia perceive that
existing digital bank applications in Indonesia have yet to be able to meet their expectations. This is explained by the
higher average negative value of their feedback answers than the existing positive value. Furthermore, this conclusion
was revealed from the finding that XAA and XCC, which still had a positive score, had a higher negative score.
Meanwhile, the XBB application, which is a first mover, was found to have a positive value higher than a negative
one. We clearly compare the three applications divided into positive and negative categories and discuss the existing
negative comments using a Digital Business Capabilities perspective.

Keywords: Digital Banking, Digital Business Capabilities, Sentiment Analysis, Strategic Perspective

1. Introduction examined a case within the financial sector as it
undergoes paradigm shifts driven by technological
advancements, focusing specifically on Deutsche
Bank’s competitive actions in the rapidly digitizing
European banking landscape. The study concluded

Along with the world’s digital transformation,
which is developing rapidly, organizations hope to
improve their performance by using digital work
patterns, especially in companies such as banks,

which must operate with fast management and that Deutsche Bank’s innovative initiatives are
service processes. Digital banking is often seen as a essential for achieving successful performance in a
transformation from conventional to online banking. hyper-competitive environment. Xie & Wang (2023)
In terms of service performance, changes in people’s established an index system to evaluate the digital
consumption patterns toward digital have greatly transformation of banks across three key dimensions:
encouraged banks to accelerate the transformation strategic transformation, business transformation,
process toward digital banking. Digital transactions and management transformation. By analyzing the
worldwide from 2017-2021 grew by 118%, from data from Chinese commercial banks, they assessed
USD 3.09 trillion in 2017 to USD 6.75 trillion in the progress made in digital transformation within
2021 (Statista, 2021). Digital transformation has these institutions. Their empirical findings suggest
been shown to improve the performance of banks that digital transformation not only improves bank
mainly through cost reduction and broader customer performance but also alleviates the negative impacts
reach (Begenau et al., 2018; Chiu & Koeppl, 2019; of new technological entrants and supports the
Fuster et al., 2019; Zhu, 2019). Lee et al. (2021) gradual discontinuation of offline channels.
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Fig. 1 shows the trend of Internet and mobile
banking transactions in Thailand has grown rapidly in
the last 7 years, beating neighboring countries such as
Malaysia, Indonesia, and Vietnam. Internet banking is a
banking service available through websites or Internet
sites. Meanwhile, mobile banking is a banking service
available through a smartphone application. Although
the way to access them differs, both services require
an internet connection and can be used for digital
banking transactions, such as bill payments, money
transfers, balance checks, etc. In 2015, Thailand’s
Internet/mobile banking transactions were only 7,786
per 1,000 residents. However, in 2021, the volume
increased to 238,245 transactions per 1,000 residents.
Cumulatively, the volume of Internet and mobile
banking transactions per 1,000 residents in Thailand
grew by around 2,959% during 2015-2021. The trend
of rapid growth is also seen in Malaysia and Vietnam.
During the 2015-2021 period, the volume of internet/
mobile banking transactions per 1,000 residents in
Malaysia grew by 539%, and in Vietnam, it grew by
1,754%. Meanwhile, the growth rate in Indonesia
was only 106% in the same period. As a result, the
volume of Internet/mobile banking transactions per
1,000 residents in Indonesia in 2021 will be lower than
Malaysia and Thailand and will almost be overtaken
by Vietnam, as shown in Fig. 1 (Databoks, 2022).

In Indonesia, the growth of digital transactions
has experienced a remarkable acceleration, achieving
an impressive increase of 1,556 percent from 2017 to
2020. In 2021, electronic money transactions reached
IDR 786.35 trillion. This figure reflects a rise of IDR
281.39 trillion (55.73%) compared to the previous
year’s total of IDR 504.96 trillion (Detik, 2022).
Several banks are very familiar in various circles of
society. This digital bank is so loved by millennials in
Indonesia today because it is considered very practical
and efficient. Users can make transactions and activate
accounts online. They can have an account with a
device, such as a smartphone, computer, or laptop,
connected to the Internet to access digital banking
(Fortune, 2022). Recent developments indicate that
digital transformation affects commercial banks
in two primary ways. The first involves outside-
bank digital transformation, which refers to the
competitive pressures stemming from non-banking
institutions that offer similar digital services. This
phenomenon not only intensifies competition but
also facilitates technological spillover from fintech
companies into banking institutions. A growing body
of the literature explores the impact of this outside
digital transformation on banks (Guo & Shen, 2016).
Second, inside-bank digital transformation pertains
to banks’ adoption of advanced modern technologies.
These technologies encompass artificial intelligence,
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blockchain, big data, cloud computing, and more
(Khattak et al., 2023).

Fig. 2 shows Indonesia’s domestic digital
banking transactions value reached IDR 4,264.8
trillion, almost IDR 4.3 quadrillion. This includes
various transactions like Internet and mobile banking,
as defined by the Indonesian Financial Services
Authority. According to the regulation issued by the
institution, digital banking services are defined as
banking services delivered through electronic media,
optimized by leveraging customer data. In April 2023,
the value of digital banking transactions in Indonesia
declined by 11.8% from March 2023 and was 20.1%
lower compared to April 2022. However, when we
compare it to 5 years prior, the value of digital banking
transactions in April 2023 represents a remarkable
growth of 158% relative to April 2018. Despite
experiencing monthly fluctuations, the long-term trend
indicates a strengthening usage of digital banking
services in Indonesia, as depicted in Fig. 2 (Databoks,
2023). Banks that invest significantly in technology are
viewed as being more digitally transformed. A study
by Do et al. (2022) indicates that digital transformation
enhances the performance of banks. Theiri & Alareeni
(2023) propose that digital transformation can serve
as an innovative strategy during crises, such as the
COVID-19 pandemic. Given that technology is seen
as a cost-effective investment, a positive relationship
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is anticipated, with digital transformation leading to
improved bank stability. Utilizing microdata from
Brazil, Silva et al. (2023) discovered that branches
of more digitalized banks were less affected by local
borrowers’ circumstances and were able to broaden
their clientele. These branches provided credit to
borrowers in remote areas that were less impacted
by COVID-19, thereby positioning themselves
more favorably compared to their less digitalized
counterparts.

Currently, in the aftermath of the COVID-19
pandemic, digital banks in Indonesia are experiencing
significant growth, promising enhanced service quality
that transcends physical and temporal limitations.
The number of banks is on the rise, each offering a
variety of digitally focused services. It is important to
distinguish between digital banks and conventional
banks that merely provide digital services such as
mobile and internet banking. Digital banks uniquely
enable customers to conduct all banking activities
from opening accounts and making transfers to
depositing and closing accounts exclusively through
smartphones or electronic devices, eliminating the
need for physical visits to a bank branch. In addition,
a key distinction is that digital banks typically operate
without physical branches (aside from a head office) or
may have a limited number of physical locations (OJK,
2021a). Conventional banks that offer digital services
often struggle to provide all of their offerings online.
In addition, these banks are typically associated with
numerous physical branch locations. However, there
are at least two significant potential benefits that can
emerge from the digital transformation of banks. First,
it can expand access to banking services. Second, it can
enhance the competitiveness of Indonesian banking.
Digital banking will facilitate easier public access
and improve banking efficiency, ultimately fostering
greater economic activity (OJK, 2021b).

The driving factors of digital development
can be categorized into three main aspects: digital
opportunities, behavior, and transactions. Digital
opportunitiesencompass the influence of demographics,
economic conditions, financial potential, internet
penetration rates, and the expanding consumer base.
Digital behavior pertains to the ownership of devices
and the utilization of mobile applications. Digital
transactions refer to online trading (e-commerce),
digital banking, and electronic money transfers. While
the banking industry can capitalize on numerous
opportunities presented by digital transformation,
it also faces several challenges that require careful
consideration. These challenges include the protection
of personal data and the risk of data breaches, the
possibility that technology investments may not
align with business strategies, the misuse of artificial
intelligence, cybersecurity threats, outsourcing risks,
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the necessity to foster readiness within digitally
oriented institutional frameworks, ensuring financial
inclusion for individuals with disabilities, enhancing
digital financial literacy, rapid deployment of
information technology (IT) infrastructure, and the
need for an appropriate regulatory framework to
support (OJK, 2021b). Furthermore, Khattak et al.
(2023) discovered that banks experience a positive
impact from digital transformation on stability,
especially when they maintain a lower level of
diversification. As banks diversify further, the
advantages of digital transformation start to diminish,
potentially turning negative at higher levels of
diversification. Their research suggests that increased
diversification heightens bank risk in the context of
digital transformation, whereas banks with lower levels
of diversification benefit from digital transformation,
contributing to greater stability.

2. Literature Review
2.1. Digital Banking

Numerous studies indicate a need for further
research into strategic decisions concerning the use of
digital banking products, particularly in comparison
to the existing studies on the service quality of
these digital offerings. Hoehle et al. (2012) explored
digital banking utilization and noted limitations in
previous research due to the phenomena studied
and the methodologies employed. Waite & Harrison
(2015) advocate for alternative research perspectives
to examine digital banking, while Piyathasanan
et al. (2015) point out the scarcity of experiential
guidelines in this domain. It is essential for banks to
leverage digital banking to enhance customer benefits
(Patsiotis et al., 2012). The scope of digital banking
encompasses electronic banking services accessed via
digital devices, including t-banking, e-banking, mobile
banking, contactless cards (such as tap-and-go), ATMs,
and point-of-sale systems, while excluding platforms
like PayPal that serve as intermediaries (e.g., eBay)
for banking transactions. These studies imply that
banks can enhance customer experience and overall
performance by utilizing digital banking channels.
Therefore, the impact of digital banking requires
clarification (Mbama et al., 2018). Some ways are by
detecting consumer satisfaction based on what they
feel as users of digital applications.

2.2. Performance versus Perceived Performance

Digital banking has empowered banks to
enhance customer satisfaction by providing instant
services through wvarious distribution channels
(Tam & Oliveira, 2017). As customer expectations
continue to rise, firms are compelled to adopt a more
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customer-centric approach and invest in delivering
quality services, improving performance (Pekovic &
Rolland, 2016), and strengthening their brand image
(Fritz et al., 2017). The study by Julien & Tsoni
(2013) focuses on the perceptions of banking staff
and customers, aiming to identify gaps in perception
and enhance the co-production of service quality.
In recent years, mobile banking (m-banking) has
emerged as a significant strategic shift for banks (Tam
& Oliveira, 2017). Perceived performance reflects
customers’ views on service attributes, benefits, and
overall outcomes (Rahi et al., 2023; Venkatesh et al.,
2003). So far, studies have only measured the quality
of digital banking product services by detecting user
satisfaction based on their feelings. As stated by
Eren (2021), satisfaction serves as the basis for user
behavior and can be evaluated by examining the
confirmation or disconfirmation of user expectations
alongside the performance of the service. Customer
expectation refers to the perceptions customers have
about what they anticipate receiving in exchange
for utilizing a service (Franque et al., 2021; Rahi
et al., 2023; Venkatesh et al., 2003). However, this
method must, of course, be seen from two sides. After
dissecting the customer’s perspective, it is necessary
to study the strategic perspective to see possible future
performance.

Additionally, research into user responses to
technology services like artificial intelligence (Al)
indicates that users experience either confirmation
or disconfirmation of their expectations when using
Al-enabled banking. When user expectations align
with their needs and enhance customer satisfaction,
the experience is positive. However, if expectations
are not met, it can lead to negative attitudes toward
Al-based banking (Azizi et al., 2021; Bhattacherjee,
2001; Bastari et al., 2020). Positive confirmation
enhances perceived performance, which in turn leads
to greater user satisfaction and a stronger acceptance
of artificial intelligence (Al-Okaily, 2024; Brill et al.,
2019). Previous research has employed expectation
confirmation theory as a framework to explore
how users’ expectations of technology services are
confirmed or disconfirmed. This theory has been
instrumental in examining the relationship between
users’ satisfaction and the perceived usefulness of these
services, shedding light on how initial anticipations
influence overall user experience and acceptance of
technology (Bhattacherjee, 2001; Brill et al., 2019;
Eren, 2021; Kim, 2018; Kosiba et al., 2020).

2.3. Digital Business Capability (DBC)

DBC is an essential aspect for organizations
that aim to thrive in the competitive landscape shaped
by rapid technological advancements (Stocker et al.,
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2024). This capability empowers companies to quickly
and effectively respond to shifting market dynamics
and the diverse demands of today’s consumers.
By harnessing DBC, organizations can streamline
their operations, optimizing workflows to enhance
efficiency and productivity while simultaneously
fostering a culture of innovation. This ultimately
leads to the development and delivery of cutting-edge
products and services that resonate with their target
audience (Hall et al., 2020). Moreover, the process
of digital transformation not only paves the way for
reduced operational costs and increased revenue
streams but also plays a pivotal role in elevating
the overall customer experience. It cultivates an
environment of collaboration within teams, enabling
them to work together more seamlessly to meet
shared goals (Balakrishnan & Das, 2020; Meena
et al., 2024). Wielgos et al. (2021) found that DBC
is more valuable for business-to-consumer than for
business-to-business firms and revealed that DBC is
more valuable under high than low levels of structural
flux. Exciting insights are presented by Khattak et al.
(2023), highlighting that investments in technology
and increased diversification can render banks riskier
and more vulnerable. Li et al. (2018) examined small
and medium enterprises that lack adequate capabilities
and resources, concluding that managerial capabilities
are the primary catalyst for digital transformation. Vial
(2019) underscored the significance of IT capabilities,
arguing that they enhance firm performance, with
digital transformation initiatives serving as a mediating
factor.

DBC is a multifaceted construct that comprises
three interrelated components: (i) Digital strategy
(DS), (ii) digital integration, and (iii) digital control, as
articulated by various scholars (Ranjan, 2024; Sorescu
& Schreier, 2021; Wielgos et al., 2021; Xia et al.,
2024). The first component, DS, plays a pivotal role in
defining and articulating distinct objectives and goals
aimed at harnessing the power of digital technologies
to propel business success. This strategic approach
not only involves a thorough comprehension of the
ever-changing market dynamics but also requires a
deep awareness of customer needs, ensuring harmony
with the organization’s broader business strategies
(Bresciani et al., 2021; Henderson & Venkatraman,
1999; Gobble, 2018; Guinan et al., 2019; Warner &
Wiger, 2019; Yeow et al., 2018; Zaki, 2019). Moreover,
this process necessitates the effective implementation
of various digital technologies across different layers
of an organization, accompanied by a commitment to
ongoing monitoring and adaptation of these strategies
to sustain a competitive edge within the marketplace
(Warner & Wiger, 2019). The significance of a well-
defined DS cannot be overstated; it is essential not
merely for maintaining competitiveness but also for
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fostering long-term growth and innovation (Tardieu
et al., 2020). Importantly, DS is not a singular, isolated
endeavor but rather a continuous process that demands
regular evaluation and refined adjustments to respond
to evolving market conditions and technological
advancements (Chirumalla, 2021; Grover & Malhotra,
1997; Guinan et al., 2019; Szelagowski & Berniak-
Wozny, 2022).

Digital integration emphasizes the comprehensive
implementation of various strategies that permeate
every facet of an organization, encompassing arecas
such as marketing, operations, and beyond (Berman,
2012; Chaffey & Smith, 2022; Gunasekaran & Ngai,
2004; Holopainen et al., 2022; Leeflang et al., 2014;
Yeow et al., 2018). In today’s dynamic and constantly
evolving business landscape, it is imperative for
organizations to cultivate agility and responsiveness.
By seamlessly weaving digital technologies into all
operational segments, businesses can achieve greater
efficiency, streamline workflows, and significantly
enhance the overall customer experience (Zaki, 2019).
This holistic approach not only positions companies
favorably within their competitive landscape but also
empowers them to swiftly adapt to emerging market
trends and consumer demands (Knudsen et al., 2021).

Digital control encompasses the processes of
closely monitoring and adjusting various strategic
initiatives to ensure their effectiveness indriving desired
outcomes (Liu et al., 2009; Nylén & Holmstrom, 2015;
Proiaetal.,2022). Inthe face oftoday’srapidly changing
business landscape, companies must cultivate mastery
over three essential capabilities to flourish in the digital
era. By consistently analyzing the data and assessing
performance metrics, organizations are empowered
to make well-informed decisions and adapt their
strategies as circumstances evolve (Bajwa et al., 2017;
Kirtley & O’Mahony, 2023; Kokina et al., 2017). This
proactive methodology toward digital control allows
businesses to maintain agility and swiftly respond to
fluctuating market conditions, ensuring they remain
competitive and relevant (Berman & Marshall, 2014;
Giacosa et al., 2022; Gunasekaran & Yusuf, 2002;
Yeow et al., 2018).

As technology evolves at an astonishing rate,
companies must prioritize digital integration and
control to stay competitive and fulfill the changing
demands of their customers (Berman & Marshall,
2014; Giacosa et al., 2022; Gunasekaran & Yusuf,
2002; Yeow et al., 2018). However, having access to
data and metrics alone does not guarantee success.
Even organizations that make substantial investments
in data analysis and performance tracking can struggle
to effectively utilize these insights, resulting in poor
decision-making and ultimately impeding their ability
to thrive in the digital landscape (Dahlbom et al.,
2020). Success is not solely dependent on having the
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right technology; it equally requires cultivating the
expertise and strategic vision needed to leverage these
tools effectively (Henderson & Venkatraman, 1999;
Luftman et al., 1993; Quinn et al., 1999. Without
the capability to effectively harness insights from
data analysis, organizations risk falling behind in an
increasingly competitive market (Ranjan & Foropon,
2021; Sharma et al., 2014; Wang et al., 2018).

2.4. Research Questions (RQ)

The discussions above reveal the importance
of looking at the user’s perspective as the basis
for a strategy to improve banking digitalization
performance. The author tries to comprehensively
analyze this perspective in this case. The RQ are:

1.  RQI: What are the sentiment analysis results
for the three banking applications analyzed in
Indonesia?

2. RQ2: How can banks improve their digital
business capabilities to satisfy customers?

3. Method, Data, and Analysis

This research used the subject of Digital Banks
in Indonesia in 2023. The selected digital banks are
three digital banks from different classifications, and
the basis is the application, which is currently still
developing, namely:

(i) XAA is a digital banking application from the
largest state-owned bank in Indonesia

(i) XBB is a digital banking application from Bank
XB and is a first-mover application in digital
banking

(i) XCC is a digital banking application from the

largest privately owned bank in Indonesia.

The respondents were Indonesian people who
commented on the Google Play Store. Data is pulled
from Google Play Store using a Python application
with the Naive Bayes technique. Naive Bayes is a
classification algorithm based on Bayes’ theorem,
assuming conditional independence between features,
which is why it is considered “naive” (Allam et al.,
2025). Despite rarely meeting this assumption in real
data, it has proven effective in tasks like document
categorization, spam filtering, and sentiment analysis
(Mendhakar & Tilmatine, 2023). This research
employs a Multinomial Naive Bayes, which models
word frequency per class and works well with
word counts (Ridho et al., 2022; Zhang, 2004). The
text is represented using the Bag-of-Words model,
where documents are collections of words with their
frequency. Features can include unigrams or n-grams,
though overly long n-grams may reduce accuracy
(Nandwani & Verma, 2021). To enhance feature
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quality, weighting schemes like term frequency-
inverse document frequency are used to emphasize
unique words within documents, aiding Naive Bayes
in identifying important keywords (Allam et al.,
2025). In this research, data are collected from the
Google Play Store using the google play scraper
library in Python. User ratings classify comments for
digital banking applications: ratings of 1 and 2 indicate
negative sentiments, while ratings of 4 and 5 represent
positive sentiments; ratings of 3 are considered neutral
and ignored. Preprocessing is conducted to enhance
data quality, involving steps such as: Handling missing
values by removing incomplete entries, tokenization
for breaking text into manageable word units, removing
stop-words that carry little significance in sentiment
analysis, and lemmatization to normalize words to
their base forms. A Multinomial Naive Bayes model
is then employed for sentiment classification, trained
on the processed data, and evaluated using metrics like
fl-score, precision, and recall. The model was built
using a dataset split of 80:20 for training and testing.
The implementation leverages the ‘“MultinomialNB”
classifier from “sklearn.naive bayes,” with default
hyperparameters maintained, including an alpha of 1.0
for Laplace smoothing. The model predicts sentiment
based on the review text, assessing user perception of
the digital banking application.

Furthermore, this study’s first assessment (RQ1)
was carried out using sentiment analysis, which looks
at public opinion about digital banks. The data are
in the text form, which is an opinion expressed in
Indonesian. The sample taken is data for 3 months,
from April 2023 until July 2023; the data found are
a total of 3000 data, which for XAA is 1,000 Data,
XBB 1,000 Data, and XCC 1,000 Data. The analysis
will divide user perspectives into positive and negative
categories for the three applications studied. The
result is aggregate data for comparative analysis.
After answering RQ1, the second assessment of this
study (RQ?2) is conducted through a DBC perspective
(Ranjan, 2024; Sorescu & Schreier, 2021; Wielgos
et al.,, 2021; Yi et al.,, 2024). Discussion on the
DBC perspective is deemed necessary to fulfill the
perspective within existing application capabilities.
A slight difference from the DBC survey, which
uses indicators for surveying, DBC in this study was
studied based on negative comments from application
users. Positive reviews have their aspects, which are
not discussed in this study. We deem the selection of
negative aspects necessary because the comments made
by users are direct and occur spontaneously of their
own accord, so they are deemed necessary to study. In
contrast to particular survey results where the scale has
been determined, and there is a need to accommodate
the surveyor’s request to fill out a questionnaire or
answer interview questions, spontaneous results in the
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Google Play Store application are seen as the user’s
desire to provide comments naturally (their desires and
needs for themselves) so that the response to negative
comments is also seen as very honest and has a critical
weight to respond to.

The existing negative comments are related
to DBC descriptively, namely the researcher’s
considerations through indicators, namely DS,
Integration (DI), and Control (DC). For the DS, the
perspective used is the extent to which the DS creates
new opportunities to add value for our customers
(DS1), add value for the firm and its partners (DS2),
and continuously deliver innovations in digital
products and services (DS3). For digital integration,
the perspective used is the extent to which the firm
is becoming more connected online with customers,
suppliers, and partners (DI1). Digital business
transformation is becoming integral and interconnected
across all areas of the company (DI2), digital skills
are transforming business processes within firms
(DI3), business processes across the value chain are
becoming more digitally interconnected (DI4), and, the
firm is becoming more interconnected through digital
platforms (DI5). Meanwhile, for Digital Control, the
perspective used is the extent to which the firm has
clear specifications for implementing digital business
transformation (DC1), the firm consistently tracks its
digital business transformation progress (DC2), and
the firm regularly analyzes performance metrics to
evaluate its digital business transformation (DC3).
The comment data generated from Google Play Store
are summarized and analyzed descriptively so that
comments that tend to be the same will be combined
into one (representative) so that it appears there are
only a few comments. These results become material
for this study’s findings based on the DBC.

4. Result and Discussion
4.1. Data Description

A data description is needed to see the statistical
value. Fig. 3 shows the result for XAA.

The XAA data obtained are 1,000, with a minimum
value of 1.0, namely, a polarity value of strong negative
and a max value of 5.0 with a strong positive polarity.
However, if we look at the mean owned by XAA, which
is in the range of 2.06, it can be interpreted that the
comments owned by XAA are in negative territory.

Next, Fig. 4 shows the data description for XBB.

XBB has a total of 1,000 data, with a minimum
value of 1.0, which indicates the polarity or intensity
of the most negative response is a strong negative, and
the max value is 5.0, which indicates a strong positive
polarity of sentiment, with a mean of 3.62 or rounding
off 4 concludes that the comments that are owned by
genius are in positive territory.
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Furthermore, Fig. 5 shows the data description
for XCC.

XCC has 1000 data, with min is 1.0, so the
polarity is negative, and max is 5.0, so the polarity is

score

count 1000.000000

mean 2.064000
std 1.420536
min 1.000000
25% 1.000000
50% 1.000000
75% 3.000000

max 5.000000

Fig. 3. XAA data description

score

count 1000.000000
mean 3.627000
std 1.795298
min 1.000000
25% 1.000000
50% 5.000000
75% 5.000000

max 5.000000

Fig. 4. XBB data description

score
count 1000.00000
mean 2.66700
std 1.68373
min 1.00000
25% 1.00000

50% 2.00000

75% 5.00000

max 5.00000

Fig. 5. XCC data description

strongly positive. XCC’s mean value is 2.6, which is in
the negative to neutral quadrant.

4.2. Model Validity

The Naive Bayes model applied in this study
shows fairly high performance, with the following
accuracy rates: XAA: 91%, XBB: 92%, and XCC:
88%. To ensure a more comprehensive evaluation, the
model was analyzed using the f1-score metric, which
is the harmonic mean between precision and recall.
The evaluation results show that the model performs
well in distinguishing between positive and negative
sentiments:

. XAA: Negative (0.95) and positive (0.69)
. XBB: Positive (0.94) and negative (0.88)
. XCC: Negative (0.89) and positive (0.85).

Data are considered valid if it achieves an
f1-Score >0.7 (Allam et al., 2025; Nandwani & Verma,
2021). In the data collected for this study, most classes
exhibit an f1-score above this threshold. However, the
positive class XAA has an F1 Score of <0.01 (0.69).
Despite this, it is still regarded as having substantial
validity (Allam et al., 2025). Therefore, the model
can be classified as robust and capable of effectively
explaining the findings.

4.3. Multinomial Naive Bayes

The Naive Bayes algorithm is a machine learning
algorithm for classification based on the Bayesian
theorem. This algorithm studies the probability of
an object with specific characteristics belonging to a
particular class or group. This method is often used
to solve opinion-mining problems. In this sentiment
analysis research, the approach used is Multinomial
Naive Bayes, a model that calculates the frequency of
occurrence of words from a document (Zhang, 2004).
Hence, the results obtained per application are as
follows.

The results for the XAA application state the
same thing as the results in Table 1: the majority of
independent reviews are in the negative category.
The value that becomes the benchmark is the f1 score
because the f1 score is the harmonic average value of
precision and recall. The picture above reveals that a
negative f1 score of 0.95 is greater than a positive fl
score (0.69) with an accuracy rate of 91%.

The results obtained from the multinomial Naive
Bayes are the same as those in Table 2, which states
that genius is in the positive category. If we look at the
fl score obtained, the positive result for genius (0.94)
is greater than the negative result for genius (0.88),
with an accuracy of 92%. The value that becomes the
benchmark is the f1 score.
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Table 1. XAA result

Item Analyzed Prec. | Recall f1 Support
Negative 0.90 1.00 0.95 143
Positive 1.00 0.53 0.69 34
Accuracy 0.91 177
Macro avg 0.95 0.76 0.82 177
Weighted avg 0.92 0.91 0.90 177
Table 2. XBB result

Item Analyzed Prec. | Recall F1 Support
Negative 0.80 0.98 0.88 57
Positive 0.99 0.90 0.94 135
Accuracy 0.92 192
Macro avg 0.90 0.94 0.91 192
Weighted avg 0.93 0.92 0.92 192

The data in Table 3 states that the fl score
obtained is a negative value (0.89), slightly higher
than a positive value (0.85), with an accuracy of 88%.
The multinomial results have the same results as the
XCC data description results, where these results state
that there is very little difference between positive and
negative comments. So, the comparison of negative
feedback between XAA, XBB, and XCC is more
clearly presented in Fig. 6.

Meanwhile, the comparison of the positive
feedback is shown in Fig. 7.

RQ1: In general, it shows that of the three banks,
the XAA application is in a strongly negative category,
while XBB has a positive category. Moreover, if XCC is
included even though it is positive, it reveals that XCC is
still in the neutral to positive category. This confirms the
results obtained in the previous data description, with
XBB mean of 3.62 to 4, which has reviews that tend to be
positive; XCC has a mean of 2.66 toward three (toward
neutral). It explains that XCC’s positive and negative
reviews are slightly balanced, and the Mean XAA value
of 2.06 states that the review owned by XAA is in the
negative category. However, the average comparison of
positive (0.83) and negative (0.91) reviews concludes
that currently, the majority of users in Indonesia still
view digital bank applications as needed to meet user
expectations. Satisfaction is influenced by several
factors, including expectation confirmation, perceived
performance, trendiness, visual attractiveness, problem-
solving capabilities, customization, and communication
quality. These elements reveal a significant variance of
R?=51.1% in digital banking user satisfaction (Alnaser
et al., 2023). The integration of artificial intelligence
features such as trendiness, visual appeal, and problem-
solving has enhanced the attractiveness, appeal, and
innovativeness of banking operations. For instance
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Table 3. XCC result
Item Analyzed Prec. | Recall F1 Support
Negative 0.90 0.88 0.89 104
Positive 0.84 0.86 0.85 72
Accuracy 0.88 176
Macro avg 0.87 0.87 0.87 176
Weighted avg 0.88 0.88 0.88 176
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Fig. 6. Negative feedback comparison
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Fig. 7. Positive feedback comparison

(Chung et al., 2020) noted that customers tend to favor
trendy services over traditional options. Additionally,
there has been a significant shift in the business
landscape, as the role of salespersons has diminished;
customers now increasingly rely on online systems to
enhance their lifestyles (Godey et al., 2016). Previous
research has demonstrated that artificial intelligence-
driven digital banking aligns well with customers’
needs and contemporary lifestyles, ultimately leading to
increased user satisfaction (Chung et al., 2020; Godey
et al., 2016; Zolkepli & Kamarulzaman., 2015). Aside
from trendiness, digital banking services should be
attractive and appealing (Bhandari et al., 2019; Gupta
etal.,, 2023; Ho et al., 2023).

4.4. Negative Comments
(1) XAA Perceived Performance

Analyzed data summarized several negative
reviews. Of the 100 negative reviews, there were
reviews as representations of the XA A application. The
first problem that occurred with the XAA application
was:
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Every time a transaction is made, the application
is asked to update the clock automatically; this
is a problem that disrupts banking activities; the
majority of reviews give 1 star (worst) for the
problem of updating automatic hours.

When the transfer activity is needed, there are

always problems with the network, and the most

frequent complaint is the notification of “transfer
failed, connection error, please check your
connection and try again.”

° These two things are the main problems
that application providers must address
regarding digital solutions. From the
DBC perspective, these two problems
we consider lie in the dimensions of DS,
Integration, and Control. The application
provider has yet to be able to meet two
indicators in the DS dimension. Namely,
the provider’s DS has not been able to
create value for customers (DS1) and
has yet to be fully able to continuously
deliver innovations in digital products and
services (DS3). For the Digital Integration
dimension, what directly impacts these
comments is the indicator that the firm is
becoming more connected online with
customers, suppliers, and partners (DI1).
Meanwhile, this problem is related to the
overall indicators in the Digital Control
dimension; namely, the firm has clear
specifications for implementing digital
business transformation (DC1); the firm
consistently tracks its digital business
transformation progress (DC2), and the
firm regularly analyzes performance
metrics to evaluate its digital business
transformation (DC3).

(2) XBB Perceived Performance

The result reveals that there were still some

negative comments about the performance of the XBB
application. The negative comments received on the
XBB application tend to be in the direction of:

Difficulty in registration: Almost all complained

in video calls about data verification.

Unlinking the device cannot be done via

the application but via customer service via

telephone.

There is no cost transparency or detailed cost

explanations by the genius team in the field, so

there are many hidden fees that users do not

know about

° These three things are the main problems
that application providers must address
regarding digital solutions. From the
DBC perspective, these problems lie in
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the dimensions of DS, integration, and
control. The application provider has yet to
be able to meet two indicators in the DS
dimension; the provider’s DS has not been
able to create value for customers (DS1)
and has not been able to continuously
deliver innovations in digital products and
services (DS3). Meanwhile, in the digital
Integration dimension, the provider has yet
to make the business processes across the
value chain more digitally interconnected
(DI4). So for the Control Dimension, this
problem is related to the overall indicators;
namely, the firm has clear specifications
for implementing  digital  business
transformation (DC1), the firm consistently
tracks its digital business transformation
progress (DC2), and the firm regularly
analyzes performance metrics to evaluate
its digital business transformation (DC3).
These facts explain that in general existing
business processes have not been able to
optimally meet user needs, namely that the
digital transformation has not answered
the need for service flexibility and cost
transparency.

(3) XCC Perceived Performance

The result proves that there are negative reviews

that users often discuss. This review only focuses on
two things, namely:

Difficulty in “signing in” the application

Difficulty in verifying personal data.

° These two things are the main problems
that application providers must address
regarding digital solutions. From the DBC
perspective, we consider that this problem
lies in the three existing dimensions: DS,
Integration, and Control. Application
providers have yet to be able to meet
two indicators in the DS dimension.
Namely, the provider’s DS has not been
able to create value for customers (DS1)
and has not been able to continuously
deliver innovations in digital products and
services (DS3). Meanwhile, in the digital
Integration dimension, the provider has yet
to make the business processes across the
value chain more digitally interconnected
(DI4). So for the Control Dimension, this
problem is related to the overall indicators;
namely, the firm has clear specifications
for implementing  digital  business
transformation (DC1), the firm consistently
tracks its digital business transformation
progress (DC2), and the firm regularly
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analyzes performance metrics to evaluate
its digital business transformation (DC3).
This means that the company still needs to
implement these control indicators fully.

4.5. Discussion

The results show that (RQ1) of the three banks,
the XAA application is strongly negative, while XBB
has a positive category. Moreover, if XCC is included
even though it is positive, it reveals that XCC is still
in the neutral to positive category. XBB reviews tend
to be positive; XCC’s positive and negative reviews
are slightly balanced, and the XAA reviews tend to be
negative. However, the average comparison of positive
(0.83) and negative (0.91) reviews reveals that the
majority of users in Indonesia still view digital bank
applications as not being able to meet user expectations.
Theoretically, measurement via DBC is relevant to the
development of banking digitalization in Indonesia.
The negative reviews show similarities between the
three applications regarding DBC indicators, namely
DS1, DS3, DI4, DC1, DC2, and DC3. This finding
explains that negative comments on Google Playstore
lead to the same needs for these indicators, while other
indicators on DBC receive a portion outside of negative
comments. Thus, the results obtained that still require
encouragement by banking digitalization practitioners
to transform their digital banking applications are:

1. Create the value of “convenience and fast
service” (DS1), and continue to deliver digital
products and service innovations (DS3). These
factors can be enhanced by leveraging the insights
gained from data analysis, and organizations can
customize their digital services to better meet the
needs of their target audience, ultimately leading
to increased customer satisfaction and loyalty.
In today’s digital age, the ability to effectively
harness data is essential for organizations to not
only survive but thrive in a competitive market
(Amankwah-Amoah & Adomako, 2019; Grover
et al., 2018; Oppong et al., 2005; Sultana et al.,
2022). Companies that effectively implement
digital strategies are able to adapt to changing
market conditions and customer preferences,
ultimately leading to increased revenue and
market share (Katsikeas et al., 2020; Leeflang
et al., 2014; Zaki, 2019). By investing in digital
technologies and staying ahead of the curve,
businesses can secure their position as industry
leaders and continue to drive growth in the long
term.

2. Become more connected online with customers,
suppliers, and partners (DI1). The disrupted
distribution (usage) value chain for customers
must be repaired. It is in order to adapt and
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stay relevant in an ever-changing landscape.
This corrective action can be achieved by
continuously analyzing and interpreting data to
understand customer behavior and preferences,
allowing organizations to make informed
decisions and deliver personalized experiences
(Chakravarty, 2014; Cordon et al., 2016; Roden
etal., 2017). By addressing these disruptions and
staying ahead of the curve, organizations can
ensure long-term success and sustainable growth
in the digital marketplace. Ultimately, successful
digital integration can lead to increased revenue,
growth, and long-term sustainability in today’s
competitive landscape (Knudsen et al., 2021).
It can lead to increased revenue, growth, and
long-term sustainability in today’s competitive
landscape, giving companies a significant
advantage over their competitors (Bereznoy,
2019).

Concrete specifications for implementing digital
business transformation (DC1), regularly track its
digital business transformation progress (DC2),
and regularly analyze performance metrics to
evaluate its digital business transformation
(DC3). These factors require the right staff
to control the transformations. This will help
ensure that organizations can adapt quickly
to change and remain competitive (Holbeche,
2007; Prastacos et al., 2002). Additionally,
implementing regular training programs for
employees can help them stay up-to-date on the
latest technologies and trends in the industry
(Kamble et al., 2018; Tavitiyaman et al., 2022;
Vashishth et al., 2024). By fostering a culture
of innovation and adaptability, organizations
can create a dynamic and agile workforce that
is able to respond effectively to any disruptions
in the market (Ajgaonkar et al., 2022; Dyer
& Shafer, 2003; Ulrich & Yeung, 2019. With
the right tools, resources, and team in place,
organizations can position themselves as leaders
in their respective industries and thrive in the
digital age. It is also crucial for organizations
to invest in ongoing training and development
programs to keep their workforce up-to-date
with the latest advancements in technology and
industry best practices (Dachner et al., 2021;
Gope et al., 2018; Sonnentag et al., 2004).
Additionally, fostering a culture of collaboration
and open communication can help employees
feel empowered to share innovative ideas and
solutions (Ahsan, 2024; Barczak et al., 2010;
Cakar & Ertiirk, 2010; Islam et al., 2024; Lemon
& Sahota, 2004; Jaskyte, 2004); Lin, 2007;
Waseel et al., 2023). With a strong foundation of
adaptability, innovation, and a skilled workforce,
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Table 4. Digital improvement solution matrix

Commented Problem

XAA

* Every time a transaction is made,
the application is asked to update
the clock automatically; this is
a problem that disrupts banking
activities; the majority of reviews
give 1-star (worst) for the problem
of updating automatic hours.

¢ The “transfer failed, connection
error, please check your

XBB

« Difficulty in registration:
Almost all complained
in video calls about data
verification.

* Unlinking the device cannot
be done via the application
but via customer service via
telephone.

* There is no cost transparency

XCC
« Difficulty in “signing
in” the application
« Difficulty in verifying
personal data.

Indicator Related connection and try again”. or detailed cost explanations,
many hidden fees that users
do not know about
The firm digital Creating the value of “convenience Creating the value of Creating the value of

strategy creates value
for customers (DS1)

and fast service” with Total Quality
Management (TQM) related to the
efficiency of updating clocks, and
preventing transfer failures due to the
network. This value can open up other
new opportunities to provide greater
value to customers.

“convenience, fast service,

and accurate information
dissemination” with TQM
related to the registration
process, efficient device
unlinking process for customers,
and cost transparency. This
value can open up other new
opportunities to provide greater
value to customers.

“convenience and fast
service,” with TQM
related to the ease of the
“sign in” process, and the
efficiency of the personal
data verification process.
This value can open up
other opportunities to
provide greater customer
value.

The firm continuously
delivers innovations
in digital products and
services (DS3)

Continue to provide digital services
by expanding/enlarging the benefits
and appeal and providing appropriate
usage methods for customers.

Continue to provide digital
services by expanding/
enlarging the benefits

and appeal and providing
appropriate usage methods for
customers.

Continue to provide
digital services by
expanding/enlarging the
benefits and appeal and
providing appropriate
usage methods for
customers.

The firm business
processes across

the value chain

are becoming

more digitally
interconnected (DI4)

The disrupted distribution (usage)
value chain for customers must be
repaired, namely the system clock
update system and transfer failures
due to network disruptions, so that it
does not disrupt components others in
the value chain

The disrupted distribution
(usage) value chain for customers
must be repaired, namely
registration barriers, inefficient
processes for unlinking the
device, and decreased customer
trust due to hidden costs.

The disrupted distribution
(usage) value chain

for customers must be
repaired, namely obstacles
to the “sign-in” process
and inefficient data
verification processes.

The firm has clear
specifications for
implementing

digital business
transformation (DC1)

Specifications that are not yet
concrete must be refined, namely

the Standard Operation Procedure
(SOP) for preventing errors during
the service process, and the SOP for
maintaining the network when digital
banking transactions occur.

Specifications that are not

yet concrete must be refined
regarding efficient registration
SOPs, appropriate SOPs for
unlinking the device, and
appropriate SOPs regarding
cost disclosure.

Specifications that are
not yet concrete must

be refined regarding the
SOP for the “sign-in”
service to eliminate
obstacles, and the SOP
for the personal data
verification process is
appropriate and makes it
easier for consumers.

The firm consistently

The transformation monitoring

The transformation monitoring

The transformation

tracks its digital system must be more stringent. Place | system must be more stringent. | monitoring system must
business transformation | the right staff to control it. Place the right staff to control be more stringent. Place
progress (DC2) it. the right staff to control it.
The firm regularly Transformation performance metrics | Transformation performance Transformation

analyzes performance
metrics to evaluate
its digital business
transformation (DC3)

must continue to be analyzed
accurately. Place the right staff to
maintain the accuracy.

metrics must continue to be
analyzed accurately. Place
the right staff to maintain the
accuracy.

performance metrics
must continue to be
analyzed accurately.
Place the right staff to
maintain the accuracy.
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organizations can stay ahead of the curve and
remain competitive in the fast-paced digital age.

4.6. Managerial Implication

Furthermore, to answer RQ2, we formulated a
matrix that analyzes the findings of negative comments
based on the affected DBC indicators and recommends
practical solutions for parties involved in application
transformation in digital banking in Indonesia, which
is shown in Table 4.

The digital improvement solution matrix above
explains how the next treatment for XAA, XBB, and
XCC applications should be. However, of course,
a transformation will be realized well if the existing
management is also able to do it. Li et al. (2018) stated
that managerial capabilities are the main driving force
for digital transformation. Indeed, digital banking
should have enabled banks to delight customers with
instant services through distribution channels (Tam
& Oliveira, 2017). Thus, this study has confirmed
user expectations and strengthened them with digital
improvements based on DBC theory and other
theoretical supports as predictors of the success of
XAA, XBB, and XCC.

5. Conclusion and Suggestion

The results reveal that most digital bank
application users in Indonesia perceive that existing
digital bank applications in Indonesia have yet to be
able to meet their expectations. This is explained by
the higher average negative value of their feedback
answers than the existing positive value. Furthermore,
this conclusion was revealed from the finding that
XAA and XCC, which still had a negative score, had a
higher positive score. Meanwhile, the XBB application,
which is a first mover, was found to have a positive
value higher than a negative one. This perceived
performance view is a benchmark for the performance
of digital banks in Indonesia to continue to develop
their effectiveness and efficiency in managing service
applications in direct contact with their users. The
uniqueness of this research is that it uses three selected
digital applications in Indonesia with categories from
the Largest State Bank, First Mover, and Largest
Private Bank. The limitation of this study is that the
data analyzed are in the form of comments sourced
from the Play Store, with a span of 3 months, with data
sampling of 1000 data per application commented
on. Academically, these findings enrich performance
theory, especially regarding digital banks, that the
positive and negative numbers illustrate the necessary
strengthening of the current digital bank management
model. For further research, this finding can be used
to strengthen research on more effective application
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management models through the digital banking
ecosystem. It is necessary to research the DBC
connectivity on various variables, either affecting
DBC or being affected by DBC. DBC can also
continue to be tested for its suitability for measuring
the effectiveness of an application, such as the banking
system application in this study, by continuing to
observe this theory and adapting to developments
in the elements involved in digital bank operations.
These findings can also be utilized by practitioners,
especially the leaders of digital banks in Indonesia, to
express user needs so that they are served according
to their expectations. Several suggestions for existing
application providers have also been presented in the
managerial implications section.
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