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Abstract 

Academic institutions face timetabling problem every semester. Addressing timetabling problem at academic 
institutions is a challenging combinatorial optimisation task both in theory and practice. This is due to the size 
of the problem instances as well as the number of constraints that must be satisfied. Over the years, timetabling 
problem has attracted many researchers in proposing ways to find an optimal solution. In this paper, we inves-
tigate a hybrid of heuristic orderings and variable neighbourhood descent approach in tackling course timeta-
bling problem at the Faculty of Computer Science and Information Technology (FCSIT), Universiti Malaysia 
Sarawak (UNIMAS). At FCSIT, some events of 4 lecture hours are not evenly spread over minimum working 
days and some events are conducted until 9 pm. The objectives of the study are to shorten the daily lecture hours 
and evenly distribute events’ lecture. In stage 1, heuristic orderings are utilised to find a feasible solution. In 
stage 2, a hybrid of heuristic orderings and variable neighbourhood descent approach are utilised to improve 
the quality of the solution. The proposed algorithm is tested on real-world data instances (semesters 1 and 2 of 
2019/2020) of FCSIT, UNIMAS. Results show that certain heuristic ordering (largest degree or the combination 
of largest degree and largest enrolment) are better than others in generating a feasible solution. In addition, the 
number of timeslots required by heuristic ordering are less compared to that required by the existing timetabling 
software. In stage 2, the proposed algorithm manages to achieve soft constraint violations of 0 and 1 for in-
stances for semesters 1 and 2, respectively. However, all HO manage to achieve 0 violation for both instances 
when the proposed algorithm is executed 30 times. Each neighbourhood structures defined in this study con-
tributes to lowering the soft constraint violations thus ensuring a high-quality timetable. Results show that the 
order of neighbourhood structures do impact the number of soft constraint (SC1) violations achieved.  

Keywords: combinatorial optimisation, course timetabling problem, heuristic orderings, hybrid, variable neigh-
bourhood descent 

1. Introduction 
Educational timetabling is defined as a task of allo-

cating events such as exams, subjects and courses to 
rooms and timeslots by fulfilling certain constraints (Tan 
et al., 2021; Thepphakorn & Pongcharoen, 2020; Tan et 
al., 2020; Assi et al., 2018). Timetabling is a challenging 
combinatorial optimisation problem in theory and prac-
tice (Schaerf, 1999). Universiti Malaysia Sarawak 
(UNIMAS) devotes a significant number of resources in 

developing a feasible and high-quality course sched-
uleor each faculty. Efficient allocation of courses may 
result in more effective use of valuable resources (Burke 
et al., 2005). Therefore, it is crucial to find an optimal 
configurations for the variables defined to achieve spe-
cific objectives (Habashi et al., 2018). 

 University course timetabling problem (UCTTP) 
involves allocating a set of courses to limited resources 
namely lecturers, venues and timeslots by fulfilling cer-
tain constraints (Goh et al., 2020; Goh et al., 2019; 
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Erdeniz & Felfernig, 2018; Goh et al., 2017). UCTTP 
can be divided into two different categories based on 
problem settings and requirements, namely curriculum-
based course timetabling problem (CBCTTP) and post-
enrolment course timetabling problem (PECTTP). 
UCTTP in UNIMAS is closely related to CBCTTP.  
Constraints can be classified into two types namely hard 
and soft. The fulfilment of hard constraints is mandatory 
in generating a feasible timetable. Meanwhile, the fulfil-
ment of soft constraints is optional but will determine 
the quality of the timetable generated. 

To date, there are many papers on UCTTP either 
tackling benchmark or real-world UCTTP. For most 
real-world search problems, automatically generating 
high-quality solutions is a difficult challenge (Muklason 
et al., 2019). The objective is to find a feasible timetable 
with the lowest possible soft constraint violations. Fur-
thermore, the requirements of UCTTP differ across aca-
demic institutions as policies and regulations are unique 
in each institution. This paper is addressing UCTTP at 
the Faculty of Computer Science and Information Tech-
nology (FCSIT), UNIMAS using real-world dataset. We 
investigate the performance of the hybrid of heuristic or-
dering (HO) and variable neighbourhood descent 
(VND). We also compare its performance against the ex-
isting timetable which was constructed using commer-
cial timetabling software. 

The structure of this paper is as follows. Next sec-
tion presents the related work on HO and VND. We de-
scribe the UCTTP at UNIMAS in Section 3. The pro-
posed algorithm is presented in Section 4. Section 5 pre-
sents the numerical results of the research. Finally, con-
clusions are presented in section 6. 

2. Related work 
A variety of approaches have been proposed in 

solving UCTTP. Babaei et al. (2015) had categorized the 
approaches into five, namely operational research (OR) 
based techniques, metaheuristic approaches, multi crite-
ria/ objective approaches, intelligent novel approaches 
and distributed multi agent systems approaches. Each 
approach has its own advantages. In order to take ad-
vantage of each approach, researchers have proposed 
hybrid approaches in solving UCTTP.  Among the hy-
brid approaches are Hybrid Genetic Algorithm (Akkan 
& Gülcü, 2018; Matias et al., 2019) and combination of 
VNS and Tabu Search (Vianna et al., 2020).  

VNS is used to solve combinatorial optimisation 
problem in two phases, namely descent phase and per-
turbation phase (Hansen et al., 2018). Descent phase 

helps to achieve local optimum whereas perturbation 
phase helps to escape from local optimum. VNS is well 
known for its ability in avoiding traps (local optimum) 
by considering different neighbourhood structures (Han-
sen & Mladenovi´c, 2014).  Its success has been 
proven in a wide range of applications with large in-
stances and challenging number of constraints (hard and 
soft) (Hansen et al., 2018). 

Variable Neighbourhood Descent (VND) method 
was proposed by Borchani et al. (2017) to solve UCTTP 
for Faculty of Economics and Management Sciences of 
Sfax in Tunisia. The authors aimed to minimize the total 
number of holes and the number of isolated lessons. 
Neighbourhood structures proposed by authors were im-
plemented using simple move. Six real datasets were 
used as testbeds. Results showed that the proposed algo-
rithm was able to eliminate 52.47% of holes and isolated 
lessons.  

Heuristic ordering (HO) is derived from graph col-
ouring heuristics such as largest degree (LD), saturation 
degree (SD), largest weighted degree (LWD) and colour 
degree (CD) (Burke & Petrovic, 2002). In LD, the event 
with the largest number of conflicts/clashes with other 
events are assigned first because it is hard to find a valid 
timeslot for an event that has many conflicts/clashes 
with other events. LWD associates the number of stu-
dents with the conflicted events. Therefore, the event 
with largest number of students is assigned first.  In SD, 
the event with the least number of valid timeslots will be 
selected for assignment. The valid timeslots for the re-
maining events are updated in each iteration. Meanwhile, 
CD takes into consideration the conflict between events 
to be scheduled with the scheduled events.  Priority is 
given to events with the largest number of conflicts with 
the scheduled events. These heuristics play an important 
role in generating initial solutions which quality would 
then be improved by other methods (Pillay & Özcan, 
2019). 

Vianna et al. (2020) proposed a hybrid of Variable 
Neighbourhood Search (VNS) and Tabu Search (TS) in 
tackling the UCTTP for Federal Fluminense University. 
Framework for the Implementation of metaheuristics 
based on Neighbourhood Structure Search (FINESS) 
framework was used in developing the proposed algo-
rithm which enabled constraints to be added and re-
moved easily. The datasets used in their work were ob-
tained from two undergraduate courses. Results showed 
that the hybrid produced better solutions than those pro-
duced using VNS and TS separately. 
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Muklason et al. (2019) proposed a Tabu-Variable 
Neighborhood Search based Hyper-Heuristic algorithm 
in addressing the UCTTP for the Department of Infor-
mation Systems, Institut Teknologi Sepuluh Nopember, 
Indonesia. This approach does not require parameter 
tuning as required in metaheuristic approaches such as 
simulated annealing. The algorithm was tested using 
two real-world datasets from 2017/2018 session. The so-
lution obtained was better in terms of quality compared 
to the one created manually. 

3. Problem description 
UNIMAS is one of the public universities in Ma-

laysia established on 24 December 1992. It has 10 fac-
ulties offering more than 90 programmes. The timeta-
bling problem in this study is based on the real-world 
scenario at the Faculty of Computer Science and Infor-
mation Technology (FCSIT), Universiti Malaysia Sara-
wak (UNIMAS).  

All this while, each faculty’s administrator/timeta-
ble planner in UNIMAS constructs course timetable 
based on curriculum (as information on course pre-reg-
istration is not available) manually. They started utilis-
ing commercial timetabling software in 2014. In this 
study, we focus in timetable at FCSIT. Courses offered 
by FCSIT can be divided into a few categories, namely 
lecture, lecture with tutorial and lecture with lab. These 
courses are ranged from 2 to 4 credit hours. The credit 
hour indicates the number of lecture hours per week for 
a course. It is recommended to split long lecture hours 
(4 credit hours course) in 2 days. For example, 2 hours 
on Monday and another 2 hours on Wednesday, which 
can be represented as “2+2”.  

In term of venue, FCSIT conducts lectures at either 
its own venue (available all the times) or shared venue 
(only available at certain times). Sharing of venues is a 
common feature showcased by most academic institu-
tions especially if the venue can accommodate many 
students. Table 1 shows the capacity of the shared and 
fixed venues. 

Table 1 Teaching venues and its capacity  

Feature Usage Venue Quantity Capacity 

Shared Limited DK Vary from semester to semester 500 

BS Vary from semester to semester 150 

Fixed 
(Faculty) 

All the 
time 

TMM 1 120 

MM2 1 100 

ARTLNT 
ISLAB 
MM1 
TL1 
TL2 

1 
1 
1 
1 
1 

80 
80 
80 
80 
80 

CSLAB 
NETLAB1 

1 
1 

60 
60 

NETLAB2 
TR 

1 
8 

40 
40 

 
Table 2 shows the timeslots used in this study.  

Gray area indicates that the timeslots are blocked. No 
assignment of faculty courses on these timeslots are al-
lowed.  Therefore, only 31 timeslots are allocated for 
the courses to the latest 5pm for Monday, Tuesday and 
Thursday, and 12pm for Friday. Table 3 shows the data 
instances used as testbeds for the algorithm proposed. In 
this study, all individual courses are referred as events. 

 

Table 2 Timeslots 

Day\Time 0800-0900 0900-1000 1000-1100 1100-1200 1200-1300 1300-1400 1400-1500 1500-1600 1600-1700 

Monday 01 02 03 04 05 06 07 08 09 

Tuesday 10 11 12 13 14 15 16 17 18 
Wednesday          

Thursday 19 20 21 22 23 24 25 26 27 
Friday 28 29 30 31      

 

Table 3 FCSIT data instances for academic years 2019/2020  

Instance Events Rooms Students 
Timeslot re-

quirement 
Event enrol-

ment 

Semester 1 2019/2020  102 19 (fixed) 

4 (shared) 

1397 31 5073 

Semester 2 2019/2020  77 

 

18 (fixed) 

2 (shared) 

1040 31 3394 

 
The constraints considered are listed below: 
Hard constraints 
HC1: Lectures taught by the same lecturer cannot be 
conducted in the same timeslot.  
HC2: Only one lecture can be assigned to a venue at a 
specific timeslot.   
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HC3: A room assigned to a lecture must be big enough 
to accommodate the number of students.  
HC4: Lectures for all events must be scheduled. 
HC5: Blocked timeslots for lectures must be taken into 
considerations. 
HC6: A student can only attend one lecture at a specific 
timeslot. 
 
Soft constraints: 
SC1: Events with 4 lecture hours are evenly spread over 
minimum working days. 

4. Proposed algorithm 
In this study, a two-stage heuristic algorithm is pro-

posed. In stage 1, HO (LD) in descending order is uti-
lised to generate a feasible solution by ensuring all hard 
constraints are satisfied. In stage 2, a hybrid of HO Larg-
est Enrolment (LE) in descending order and VND is pro-
posed to improve the quality of the solution by satisfying 
soft constraint as much as possible. This proposed algo-
rithm consolidates the features of both HO and VND, 
which is not attempted in the existing literature reviews. 
Fig. 1 shows the general framework for solving UCTTP 
at the FCSIT, UNIMAS. 

 
 
 
 
 

 

Fig. 1 General framework for solving UCTTP at FCSIT, UNI-

MAS  

 
In stage 1, HO (LD) in descending order is used for 

event selection. In LD, the event with the largest number 
of conflicts/clashes with other events is assigned first. If 
there is any unscheduled event, more timeslots will be 
allocated, and stage 1 is repeated to generate a feasible 
initial solution.  

In stage 2, a hybrid of HO (LE) in descending order 
and variable neighbourhood descent (VND) is used to 
minimise soft constraint violations. VND is known as 
best improvement local search. Sequential VND is used 
where the algorithm will walk through all the neighbour-
hood structures (NS) in a sequential order.  It will start 
with the first NS and continue with the next one sequen-
tially. Fig. 2 shows the details of this hybrid algorithm. 
k is initialised to 1. The algorithm starts with a feasible 
initial solution obtained from stage 1. orderedEvents is 
a list of events ordered based on HO (LE) in descending 
order. For each event in orderedEvents, we search the 
timeslots and venues sequentially until a feasible candi-

dateSolution is found.  Once it is found, the values of 
f(candidateSolution) and f(currentSolutiom) are com-
pared. If the value of f(candidatesolution) is less than the 
value of f(currentsolution), then the candidatesolution 
will be set as the currentsolution. Then, the next event 
in the orderedEvents will be considered. Otherwise, if 
the value of f(candidatesolution) is greater than or equal 
the value of f(currentsolution), then the search to find 
the next feasible candidateSolution will continue. If no 
feasible candidateSolution can be found, the next event 
in the orderedEvents will be considered. 

No 
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Fig. 2 Hybrid of HO and VND algorithm 

 
Fig. 3 illustrates the neighbourhood structures (NS) 

adopted in the proposed algorithm: 
 Neighbourhood structure 1 (NS1): attempts to split 

a course with 4 continuous lecture hours by mov-
ing two of its lecture hours to other timeslots.  

 Neighbourhood structure 2 (NS2): attempts to split 
a course with 4 continuous lecture hours by swap-
ping two of its lecture hours with another course 
with 2 lecture hours.  

 
 

NS1: Split a course with 4 continuous lecture hours by moving 
two of its lecture hours to other timeslots. 

 

NS2: Split a course with 4 continuous lecture hours by swap-
ping two of its lecture hours with another course with 2 lecture 
hours. 

 

NS3: Split a course with 4 continuous lecture hours by exe-
cuting 2 moves involving another course. 

 

NS4: Split a course with 4 continuous lecture hours by exe-
cuting 2 swaps involving 2 other courses. 

 

NS5: Split a course with 4 continuous lecture hours by swap-
ping one of its lecture hours with another course or by moving 
one lecture hour to other timeslot. 

 
*Note: Column – timeslot, Row - venue 

 
Fig. 3 Neighbourhood structures: NS1 to NS5 

 Neighbourhood structure 3 (NS3): attempts to split 
a course with 4 continuous lecture hours by exe-
cuting 2 moves involving another course.  

 Neighbourhood structure 4 (NS4): attempts to split 
a course with 4 continuous lecture hours by exe-
cuting 2 swaps involving 2 other courses.  

 Neighbourhood structure 5 (NS5): attempts to split 
a course with 4 continuous lecture hours by swap-
ping one of its lecture hours with another course or 
by moving one lecture hour to other timeslot.  
NS3 and NS4 are new neighbourhood structures in-

troduced and included in the proposed algorithm to fur-
ther improve the quality of the timetable. As shown in 
Fig. 3, Event A is selected from a list ordered by HO (LE) 

PROCEDURE variable neighbourhood descent 
 
Input neighbourhood structures Nk, k=1,2,3,4,5 
k ← 1 
currentSolution← initialSolution //initial solution is obtained from 
stage 1 
orderedEvents ← events ordered based on HO 
 
REPEAT 

FOR each e in orderedEvents    
FOR each timeslot 

FOR each venue 
IF feasible (e, timeslot, venue, Nk) 

candidateSolution ← move (e, timeslot, venue, Nk) 
IF f(candidateSolution) < f(currentSolutiom) THEN 

currentSolution ← candidateSolution 
moved←true; 

END IF 
END IF 
IF moved=true 

Break; 
END IF 

END FOR 
 

IF moved=true 
Break; 

END IF 
END FOR 

END FOR 
 

k=k+1 
  UNTIL k=5 
 
END PROCEDURE 
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in descending order. Whereas Event B and Event C are 
selected when the timeslots and venues are scanned se-
quentially. The five different NS are used to improve the 
connectivity of the search space and therefore the qual-
ity of the solution. If the resulting solution from apply-
ing the NS is feasible (not breaching any hard con-
straints), it is returned as a candidateSolution and eval-
uated for acceptance. 

5. Numerical result 
The algorithms are coded using visual basic 

(VB.Net). We use Microsoft Access as the database 
management software. Table 4 shows the distance to 
feasibility (number of unallocated courses) for initial so-
lutions generated using different HO in stage 1. In LD, 
the event with the largest number of conflicts/clashes 
with other events is assigned first. Whereas in LE, the 
event with the largest number of enrolments is assigned 
first. In (LD+LE), both LD and LE are taken into con-
siderations when allocating events to timetable.  

 
Table 4 Distance to feasibility (number of unallocated 

courses) for initial solutions generated using different HO in 
stage 1. N = 30 runs.  

HO 

Instance 

Semester 1 
(31 timeslots) 

Semester 1 
(35 timeslots) 

Semester 2 
(31 timeslots) 

Best Average Best Average Best Average 

LD Ascending  11 13.43 6 8.87 5 7.23 

LD Descending 1 2.03 0** 0.27 0** 0.43 

LE Ascending 12 14.20 7 8.10 6 7.47 

LE Descending 5 5.80 1 1.73 1 1.00 

(LD + LE) Ascending 12 15.80 8 11.07 6 7.13 

(LD + LE) Descending 2 3.93 0 0.60 0 0.27 

Random  8 8.00 5 5.00 3 3.00 

Note: ** Selected HO ordering in stage 1 (used as feasible initial 
solution in stage 2) 

As shown in Table 4, both LD and (LD + LE) in 
descending order manage to find feasible solutions for 
semester 2’s instance using 31 timeslots. However, they 
failed to do so for semester 1’s instance using the same 
number of timeslots. This is because the instance for se-
mester 1 is larger than that of semester 2 in terms of 
events, students and course enrolment. There are 77 

events (282 lecture hours) for semester 2, compared to 
102 events (347 lecture hours) for semester 1. Further-
more, FCSIT has limited timeslots, since Wednesday 
and Friday afternoons are blocked. As the size of the 
data instance grows larger, this makes allocating lecture 
hours a challenging task. Nevertheless, the algorithm 
manages to find feasible solution for semester 1’s in-
stance when the number of allocated timeslots is in-
creased to 35 (6 pm). In a comparison, the solution gen-
erated by existing timetabling software required 48 
timeslots (9 pm) to achieve feasibility.  

Table 5 shows the number of timeslots required by 
the existing UNIMAS timetabling software in obtaining 
a feasible solution for semester 1’s instance. A total of 
48 timeslots required. As shown, some of the lectures 
are conducted until 9 pm. This will consume extra re-
sources such as electricity cost. One the other hand, Ta-
ble 6 shows the timeslots required by our approach in 
generating a feasible solution for the same instance. A 
total of 35 timeslots required, where the latest lectures 
end at 6pm. Comparatively, there are only 3 timeslots 
compared to 12 timeslots from existing timetable (Table 
5) are scheduled after 5pm.  

Table 7 shows the number of soft constraint (SC1) 
violations of the proposed VND algorithm with different 
HO for semester 1’s instance. From the table, the lowest 
number of soft constraint (SC1) violations achieved is 0 
using LE Ascending, LD Descending, LE Descending, 
(LD+LE) Descending and random ordering. The num-
ber 0 indicates that all the courses can be spread over 
minimum working days (2 days). Note that the number 
of allocated timeslots is 35. Each NS defined in this 
study contributes to lowering the soft constraint viola-
tions thus ensuring a higher-quality timetable. 

Table 8 shows the number of soft constraint (SC1) 
violations of the proposed VND algorithm with different 
HO for semester 2’s instance. From the table, the lowest 
number of soft constraint (SC1) violations achieved is 1 
using LE Ascending, LD Descending, LE Descending, 
(LD+LE) Descending and random ordering. The num-
ber 1 indicates that there is one course which cannot be 
spread over minimum working days. 

Table 5 The number of timeslots required by the existing timetabling software (semester 1’s instance).  

Day\Time 0800 - 0900 0900-1000 1000-1100 1100-1200 1200-1300 1300-1400 1400-1500 1500-1600 1600-1700 1700-1800 1800-1900 1900-2000 2000-2100 

Monday 01 02 03 04 05 06 07 08 09 10 11 12 13 
Tuesday 14 15 16 17 18 19 20 21 22 23 24 25 26 
Wednesday              
Thursday 27 28 29 30 31 32 33 34 35 36 37 38 39 
Friday 40 41 42 43 44 45 46 47 48     
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Table 6 The number of timeslots required by our approach (semester 1’s instance).  

Day\Time 0800-0900 0900-1000 1000-1100 1100-1200 1200-1300 1300-1400 1400-1500 1500-1600 1600-1700 1700-1800 

Monday 01 02 03 04 05 06 07 08 09 10 
Tuesday 11 12 13 14 15 16 17 18 19 20 

Wednesday           
Thursday 21 22 23 24 25 26 27 28 29 30 
Friday 31 32 33 34 35      

 

Table 7 The number of soft constraint (SC1) violations of the proposed VND algorithm with different HO (semester 1’s instance) 
with 35 timeslots. 

 LD    As-
cending 

LE   As-
cending 

(LD+LE) As-
cending 

LD       De-
scending 

LE        
Descending 

(LD+LE) De-
scending 

Random 
 

Initial solution 32 32 32 32 32 32 32 

NS1 6 5 6 5 5 5 6 

NS1 + NS2 4 3 4 3 3 3 5 

NS1 + NS2 + NS3 3 1 3 3 3 3 3 

NS1 + NS2 + NS3 + NS4 3 1 3 2 3 2 3 

NS1 + NS2 + NS3 + NS4 + NS5 1 0 1 0 0 0 0 

 
It is hard to spread a course with many students when; 1) 
the number of venues (high seating capacity) that can fit 
the students is limited, 2) the timetable is tight (as not 
many vacant places are available, and it is difficult to 
satisfy the conflict requirement).  

In order to achieve 0 soft constraint (SC1) viola-
tions, the number of allocated timeslots needs to be in-
creased to 32. As shown in Table 9, the lowest number 
of soft constraint (SC1) violations achieved is 0 which 
is achieved using LE Ascending, LE Descending and 
(LD+LE) Descending. By increasing the number of al-
located timeslots, more venues (high seating capacity) 
that can accommodate large number of students, are 
made available. This increases the chances of a course 
with many students being spread over minimum work-
ing days. 

Table 10 shows the number of soft constraint (SC1) 
violations of the proposed VND algorithm with different 
HO for semester 2’s instance with 31 timeslots when NS 
is applied in different order. From the table, the lowest 
number of soft constraint (SC1) violations achieved is 0 
by using LD Ascending. This shows the order of NS is 
one of the parameters which will impact the number of 
soft constraint (SC1) violations achieved in this study. 

In further analysis, the proposed algorithm is exe-
cuted 30 times for both instances (semesters 1 and 2). 
The aim is to find the best and average of soft constraint 
(SC1) violations. Each run uses different initial solution 
generated from LD Descending (stage 1). As shown in 
Table 11, all HO manage to achieve 0 violation for both 
instances. 

 

Table 8 The number of soft constraint (SC1) violations of the proposed VND algorithm with different HO (semester 2’s instance) 
with 31 timeslots.  

 LD   As-
cending 

LE   As-
cending 

(LD+LE) 
Ascending 

LD   De-
scending 

LE   De-
scending 

(LD+LE) 
Descending Random 

Initial solution 38 38 38 38 38 38 38 

NS1 11 12 10 8 8 8 10 

NS1 + NS2 7 8 9 8 8 8 7 

NS1 + NS2 + NS3 6 5 7 5 5 5 7 

NS1 + NS2 + NS3 + NS4 5 5 5 5 5 5 6 

NS1 + NS2 + NS3 + NS4 + NS5 2 1 2 1 1 1 1 
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Table 9 The number of soft constraint (SC1) violations of the proposed VND algorithm with different HO (semester 2’s instance) after 
the number of allocated timeslots is increased to 32. 

 LD    
Ascending 

LE    As-
cending 

(LD+LE) 
Ascending 

LD     De-
scending 

LE     De-
scending 

(LD+LE) De-
scending Random 

Initial solution 39 39 39 39 39 39 39 

NS1 9 12 8 8 8 8 8 

NS1 + NS2 6 8 7 8 8 8 7 

NS1 + NS2 + NS3 5 5 5 5 5 5 7 

NS1 + NS2 + NS3 + NS4 4 5 4 5 5 5 6 

NS1 + NS2 + NS3 + NS4 + NS5 1 0 1 1 0 0 1 

Table 10 The number of soft constraint (SC1) violations of the proposed VND algorithm with different HO (semester 2’s instance) with 
31 timeslots when NS are applied in different order. 

 

 LD   As-
cending 

LE   As-
cending 

(LD+LE) 
Ascending 

LD    
Descending 

LE   De-
scending 

(LD+LE) De-
scending Random 

Initial solution 38 38 38 38 38 38 38 
NS2 6 8 8 5 5 7 6 
NS2 + NS4 3 6 6 3 3 3 6 
NS2 + NS4 + NS1 3 6 6 3 3 3 6 
NS2 + NS4 + NS1 + NS3 3 5 6 3 3 3 4 
NS2 + NS4 + NS1 + NS3 + NS5 0 2 2 1 1 1 2 

 

Table 11 The number of soft constraint (SC1) violations of the 
proposed VND algorithm with different HO. N= 30 runs.  

HO 

Instance 

Semester 1 
(35 timeslots) 

Semester 2 
(31 timeslots) 

Best Average Best Average 

LD Ascending  0 1.13 0 1.53 

LD Descending 0 0.63 0 1.07 

LE Ascending 0 1.23 0 1.57 

LE Descending 0 0.40 0 0.77 

(LD + LE) Ascending 0 1.00 0 1.57 

(LD + LE) Descending 0 0.80 0 1.03 

Random  0 0.47 0 1.17 

6. Conclusion 
We address the UCTTP at the FCSIT, UNIMAS 

utilising a 2-stage approach. In stage 1, HO is used to 
find a feasible solution. In stage 2, a hybrid of HO and 
VND is used to improve the quality of the solution. The 
proposed algorithm is tested on real-world data in-
stances for semester 1 and 2 of 2019/2020.  

LD Descending and (LD+LE) Descending order-
ing manage to generate feasible solutions for both the 
instances when the number of allocated timeslots is in-
creased to 35, which is less compared to the number of 
allocated timeslots (48) required by the existing timeta-
bling software.   

We also compare different HO and NS in VND. 
VND works best with LE Ascending, LD Descending, 
LE Descending, (LD+LE) Descending and random or-
dering for both the instances by executing single itera-
tion. The proposed algorithm manages to achieve soft 
constraint (split a course with 4 continuous lecture hours 
over minimum working days) violations of 0 and 1 for 
instances for semesters 1 and 2, respectively. However, 
all HO manage to yield 0 violation for both instances 
after 30 iterations of the proposed algorithm. Results 
show that the order of NS also will impact the number 
of soft constraint (SC1) violations achieved in this study. 
Future research may focus on other soft constraints such 
as one-hour lunch break and minimising isolated events, 
which are also the concern of most universities.  
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Abstract 

Renewable energy has become an emerging source of daily energy utilization in recent years. Non-conventional 

sources are extensively applied in the smart grid due to their environment friendly and relatively easy maintenance. 

Wind energy unlike other conventional sources has drawn attention in terms of clean energy production. Due to un-

predictable nature of wind, it is difficult to trade energy to the smart grid without any power loss. Variations in wind 

energy affect power scheduling, wind power generation, and energy management. Therefore, wind speed forecasting 

is an important tool to address such problems. Machine learning approaches have always been considered for accurate 

wind speed prediction. To evaluate the performance of machine learning algorithms, several models have been tested 

to achieve precise prediction. Amongst these several models, Neural Networks perform best and optimizes the pre-

diction at its maximum. Apropos, in this paper, Bayesian Neural Network (BNN) is used for predicting medium-term 

wind speed on different time horizons. The input for training purposes is taken from Numerical Weather Prediction 

(NWP) model and sifted as per the model’s requirement. After successive training, it is evident from the percentage 

Mean Absolute Percentage Error (MAPE) and Normalized Mean Absolute Error (NMAE) criterion that BNN has 

achieved good accuracy as compared to Least Absolute Shrinkage and Selection Operator (LASSO). Ultimately, the 

proposed model has shown that it can bring precision and accuracy for prediction and can be applied for other renew-

able sources as solar and water as well.  

Keywords: Bayesian Neural Network (BNN), Least Absolute Shrinkage and Selection Operator (LASSO). Medium-

term wind speed prediction, Numerical Weather Prediction (NWP). 

1. Introduction 

Among all other renewable energy sources, the share of 

wind energy is increasing day by day globally. Wind en-

ergy supplies 4.7% of electric power Worldwide (Dyat-

lov, Didenko, Ivanova, Soshneva, & Kulik, 2020). The 

rise in wind energy usage has drawn attention towards 

forecasting because large-scale integration of wind en-

ergy needs accuracy and precision in forecasting. Accu-

rate and effective power generation forecast systems are 

needed to combat wind energy sources intermittency 

and variable nature. Days-ahead forecasting is planned 

and organized from the perspective of the wind power 

plant owner. The demand for days-ahead forecasting is 

highly used, especially for the power grid's energy trade, 
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transmission, distribution, optimization, and security 

(Nema, Nema, & Rangnekar, 2009; Ogundiran, 2018). 

Numerous amounts of work have been established in the 

domain of wind speed forecasting. Primarily, it has been 

observed that forecasting is done on the bases of time 

horizon. The time scale for forecasting purpose, influ-

ences, decision-making, as the ranges are discussed 

briefly (Prakesh, Sherine, & BIST, 2017). 

Short-term (from few seconds to hours): It is purposely 

used for storage control and the electricity market. In the 

smart grid, short-term forecasting plays an important 

role. 

Medium-term (from 6 to 72 hours ahead): this range is a 

bit crucial to handle deciding management and planning. 

It deals with economic dispatch and operational man-

agement of the grid. 

Long-term (up to one week ahead): It is helpful for 

maintenance, scheduling, and distribution of utilities, etc. 

Moreover, the forecasting also includes the nature and 

structure of wind power plant, terrain and data (Buhan 

& Çadırcı, 2015) (Buhan, Özkazanç, & Çadırcı, 2016). 

Wind speed generation forecasting is categorized into 

three models, which are physical, statistical, and hybrid 

models. As the names suggest, physical models which 

process the physical data are usually obtained from 

NWP or wind power plant’s landscape. The statistical 

model depends upon the historical meteorological data, 

while the hybrid model is the combination of physical 

and statistical models that have captivated more re-

searchers (Zhou, Wang, & Zhang, 2019). 

Depending on the time horizon, a suitable forecasting 

model is selected (Soman, Zareipour, Malik, & Mandal, 

2010). There are typically two kinds of statistical fore-

casting models that are linear and non-linear. In the pre-

vious research carried out in this field, it has been seen 

that both models are widely adopted for prediction pur-

poses. Linear models generally deal with statistical and 

historical data. It can be safely compared with the per-

sistence model (Soman et al., 2010). Typically, linear 

models that have been used extensively are Linear Re-

gression (LR), Autoregressive with exogenous variable 

(AR), Autoregressive with integrated moving average 

(ARIMA), and Kalman filtering.  While on the other 

hand, non-linear models are generally operated with 

NWP models, which predict weather parameters and 

range from Artificial Neural Networks (ANN), Support 

Vector Machine (SVM), and Fuzzy logics are the best 

machine learning algorithms (Y. Liu, Zhang, Chen, & 

Wang, 2018) (Lydia, Kumar, Selvakumar, & Kumar, 

2016). 

 

2. Literature Review 

Forecasting is an essential feature in the operations of 

the grid. It regularizes and manages the performance of 

an energy management system (EMS). The main chal-

lenge behind forecasting the wind speed or is its volatile 

and variable nature. The unpredictable and intermittent 

nature of wind speed creates hurdles in the planning and 

controlling of a grid system (H. Liu, Duan, Wu, Li, & 

Dong, 2019). Therefore, the system requires an efficient 

and accurate predictive tool to solve this issue at its best. 

(Ahadi & Liang, 2018) proposed a neural network 

model to predict wind speed time series. The proposed 

neural network is trained with different training models, 

such as Bayesian Regularization, Levenberg-Marquardt, 

and Scaled-conjugate gradient. The results were com-

pared with ARMA and showed that the neural network 

approach demonstrates more accurate output. It is ob-

served very keenly that wind speed forecasting serves to 

schedule and dynamic control of power management 

systems. (Ye, Ding, & Wan, 2021) distinguishes few 

facts about wind speed’s randomness, irregularity, and 

non-linear nature and brought significance in using the 

Bayesian model. The study added more than the Bayes-

ian model with Gaussian process prior is adopted for 

high flexibility, probabilistic evaluation, and predictive 

variance. It was concluded from the research that Bayes-

ian modeling is a good choice as a predictive tool for 

predicting wind speed. 

On the other hand, deep learning seems to be in the lime-

light in recent studies. Especially when forecasting is in-

volved, deep learning using Long term short memory 
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(LSTM) has got researcher’s attention. (Bali, Kumar, 

& Gangwar, 2019) stated that the implementation of ex-

tensive data set for prediction purposes is a big challenge 

to be catered to. But, the usage of LSTM can solve this 

problem by having a deep analysis of the data set. LSTM 

is known for its accuracy and pattern remembrance for 

a more extended period. The LSTM model concludes 

that wind speed can be best predicted with deep learning 

models and can bring efficiency to the system. Further-

more, lots of disputes have been seen when dealing with 

the data set. Pre-processing and sifting of the data set 

have been taken as an arduous task for further training. 

The thumb rule of using any machine learning model is 

to make the data set able to train. (H. Liu, Mi, & Li, 2018)   

used different predictive tools for different purposes. 

This study reveals that the decomposition and organiza-

tion of the data itself is an important thing to consider. 

Empirical wavelet transform is used to mortify the data 

set then LSTM is employed to the data arrays with low 

frequency. At the same time, Elman Neural Network is 

used for higher frequency data arrays. It is worth notic-

ing that using a combination of machine learning models 

for a different purpose can achieve high accuracy in pre-

dicting wind speed. 

The literature review shows that non-linear machine 

learning approaches are more effective in terms of accu-

rate prediction. In (Y. Wang, Shen, Mao, Chen, & Zou, 

2018) Wang has combined least absolute shrinkage and 

selection operator (LASSO) with long short-term 

memory (LSTM) for short term prediction of solar in-

tensity where combined model better effectiveness and 

accuracy. Similarly, LASSO has been used for solar 

power generation forecasting in (Tang, Mao, Wang, & 

Nelms, 2018), whereas no evidence has been found 

where LASSO has been used for medium term wind 

speed prediction. In (Blanchard & Samanta, 2020), dif-

ferent ANN models are used to predict wind speed. The 

results show that non-linear autoregressive (NAR) and 

non-linear autoregressive with exogenous input (NARX) 

have achieved better accuracy than the persistence 

model. Another research conducted in 2019 revealed 

that any neural network and its respective kind could en-

hance wind speed forecasting. Besides, feed-forward 

neural networks are primarily used in prediction, fore-

casting, or classification (J. Wang, Zhang, & Lu, 2019). 

In (Ashraf, Raza, & Saleem, 2020) and (Kaur, Kumar, 

& Segal, 2016), the performance and optimization of 

different networks are shown. It has been perceived that 

neural networks with different parameters can attain 

high accuracy and precision compared to linear models. 

In this research work, medium-term wind speed fore-

casting is originated by employing a feed-forward neural 

network with a Bayesian regularization training model 

and LASSO for making a comparison in terms of check-

ing accuracy. Bayesian regularization training model 

will be called as Bayesian Neural Network (BNN). The 

study's fundamental approach is to predict 6 to 72 hours 

ahead wind speed of the wind power plant situated in 

Sindh, Pakistan. This research’s main objective is to 

observe the performance of Bayesian regularization 

with the mentioned time horizon scale. In short-term 

wind speed forecasting, the persistence model is usually 

used to compare the precision, but in the medium term, 

the forecasting persistence model is not useful (Ahmed 

& Khalid, 2018). In a study by (Kumar & Sahay, 2018) 

different neural networks with different training models 

are adopted and are used for wind speed forecasting. 

This research primarily shows that when BNN is com-

pared with a linear model LASSO, where it attains good 

accuracy for predicting wind speed. In addition, BNN 

ignores uncertainties at its best and updates the weights 

to extend the standard network with maximum likeli-

hood. In this study, mainly BNN is employed for me-

dium term wind-speed forecasting and for comparative 

analysis LASSO has been used for observing the effi-

cacy. 

Bayesian Neural Network (BNN) 

Bayesian Neural Networks contain a unique function of 

regularization with probabilistic approach. This is one of 

the classic training models used in regression and clas-

sification. It is also noted that BNN’s are very much 

flexible in designing the architecture of the network. De-

ciding the inputs, hidden layers, and adjustment of dis-

tributive weights are easy and effortless in BNN (Niu, 

Fang, & Niu, 2019). Fig. 1 indicates every connection of 
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input relates to neurons of a hidden layer with a distri-

bution of adjacent weights. 

 

Fig. 1. The Architecture of BNN 

The distributed weights are approaching the Probability 

Density Function (PDF). Using the Bayes theorem, 

these pdf generated weights are called prior to distribu-

tions, which are later converted into the posterior distri-

bution (Maiti, Kumar, Sarkar, Tiwari, & Srinu, 2019). 

The mathematical expression of the Bayes theorem is 

shown below in Eq. (1), with X and Y are the events and 

the rest of them are the probabilities of events chosen. 

( | ) ( )( | ) ( )
P X Y P YP Y X P X

•=
               (1) 

This probability is often called evidence of the model. 

In neural networks, training occurs with a different num-

ber of neurons and is assembled with their respective ev-

idence. Eq. (2) and Eq. (3) show the architecture of neu-

ral networks concerning their evidence or PDF, whereby 

y is the desired output, x is the input, w is the distributed 

weight, and φ is an activation function.  

1 1 2 2
3 3

( ( | )) ( ( | ))
( ( | )) ..... ( ( | ))n n

y w P y x x w P y x x
w P y x x w P y x x

= + +
+ +

    (2) 

( )v yφ=               (3) 

1
1 exp( ))azφ =

− −           (4) 

As illustrated in the equations and the architecture, 

Bayes theorem has attached a probability to the training 

model and estimated the forecast. Furthermore, it has 

also been seen that it can be used as a selection parame-

ter. 

3. Model Implementation 

The data obtained from the NWP model is pre-processed 

and assembled according to the proposed predictive 

model. The data comprises of wind speed in 3-hour res-

olution up to 72 hours. BNN has always been considered 

ideal for short term wind speed prediction ranging from 

0-6 hours. Here, this has been extended for medium term 

prediction with a continuous range of 6-72 hours (~3 

days ahead). Each hour is trained individually for check-

ing the efficacy and accuracy. BNN model is always 

used for optimization in prediction models whereas here 

it has been implemented in two phases, which are train-

ing and testing of NN. Seventy percent of the data is al-

lotted for training, while the rest is for testing and vali-

dation. The training phase apparently depends on the ar-

chitecture of the neural network. The parameters chosen 

for training are indicated below in Table 1. It clearly 

shows that only wind speed (m/s) is chosen as a variable 

and has the desired output of the same dimension at the 

input. After a hit and trial of choosing hidden layers, 30 

hidden layers are decided for further continuation. 

Table 1. Selected parameters for training the model. 

 

The simulated architecture of BNN is shown in Fig. 2, 

with w is the weight and b is biases contained in the neu-

ral network.  
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Fig. 2. The simulated architecture of BNN. 

Proposed Methodology 

As mentioned above, BNN is chosen as a predictive 

model for forecasting medium-term wind speed along 

with LASSO as a comparative model. Wind speed is ir-

regular and is not steady always, due to which pre-pro-

cessing of data is a bit crucial for training and testing 

purpose. The flowchart of the proposed methodology is 

demonstrated in Fig. 3. The trend by the NWP data has 

been depicted in Fig. 4, which can serve as a pattern for 

showing the raw data for making comparisons with out-

puts. A step by step demonstration of the procedure from 

Fig. 3 is given below as: 

The physical data is obtained from the NWP model. The 

chosen variable is wind speed (m/s). The data set is or-

ganized in 3-hour resolution from 6 to 72 hours ahead of 

the 2016 year. The data is sifted according to the predic-

tive model as shown in Table 1. 

In every supervised machine learning algorithm, select-

ing a target or response is a crucial step to follow. The 

target acts as a catalyst between input and the desired 

output. Thus, the target is chosen according to the output 

needed. In this paper, the observed wind speed is taken 

as the target. 

After the successive pre-processing of data, the data set 

is ready to employ to BNN. Seventy percent of the data 

samples are utilized for the training and the rest for the 

testing and validation. The tested sample's accuracy is 

checked through statistical measures: Mean Absolute 

Percentage Error (MAPE) and Normalized Mean Abso-

lute Error (NMAE). These quantifying measures are 

shown in Eq. (5) and Eq. (6), where z is the actual wind 

speed, while z’ is the final predicted wind speed.   

     0
1 ' 100n

i
z zMAPE N z=

−= ×
        (5)   

0
'n

i
z z

NMAE N=

−
=


         (6)        

If the MAPE and NMAE criterion is satisfied in the 

wake of accuracy, then the prediction is successful. The 

estimation of the MAPE and NMAE depends upon some 

threshold values which define accuracy level. If the 

MAPE is achieved below 10 percent, it is considered a 

higher accuracy or good accuracy. While in the context 

of NMAE, if the NMAE is achieved less than 1 %, the 

accuracy goals are achieved (Nespoli et al., 2019) (L. 

Wang, Lv, & Zeng, 2018). 

 

 

Fig. 3. Flowchart of the proposed methodology. 
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Fig. 4. Trend by NWP data (Original data). 

Simulations and discussions  

The final predicted wind speed is measured for every 3-

hour resolution from 6 to 72 hours ahead for both BNN 

and LASSO. As the nature of wind speed is always dis-

continuous, it is hard to decide when the NWP model is 

forecasting the wind speed. Therefore, for addressing 

this problem, prediction is made possible to remove the 

errors between actual and predicted wind speed.  

As shown in Table 2, the MAPE and NMAE are used as 

performance evaluators showing some magnificent ac-

curacy. The BNN model has attained and fulfilled the 

NMAE criterion of having less than 1% estimation, 

which is evident from the results. While on the other 

hand, the estimation from MAPE is dwindling between 

good to reasonable accuracy. Few of the hours are show-

ing reasonable accuracy above 20 percent. Whereas 

LASSO has been selected as a comparative model and 

its quantifying measures are listed in Table 3, where it is 

evident that the MAPE values are very poor as compare 

to BNN. Conclusively, it has been observed that BNN 

has achieved good accuracy in terms of quantifying 

measures. The forecasting estimation performance for 

MAPE and NMAE for BNN is shown in Fig. 5 and Fig. 

6, respectively. 

Table 2. Quantifying measures for BNN. 

 

 

Fig. 5. MAPE criterion for BNN (6 to 72 hours ahead). 

 

Fig. 6. MAPE criterion for BNN (6 to 72 hours ahead). 

Table 3. Quantifying measures for LASSO 

 



 

  

S. Mohsin, S. N. Ramli,etc / Int. J. Systematic Innovation, 6(5), 11-20 (2021) 

          17 

 

http://www.IJoSI.org 

For checking the precision in machine learning algo-

rithms, the trend between output and the chosen target 

should be absolute. Wind speed characteristics of sev-

eral hours such as 9, 36, 48, 57, and 72 are shown in Fig. 

7, Fig. 8, Fig. 9, Fig. 10, and Fig. 11, for observing the 

trend between target and output. The above mentioned 

predicted hours showed unique trends, but the other pre-

dicted hours were following the same trend which are 

only exhibited in Table 2. Fig. 7(i) and 7(ii) shows 9 

hours ahead prediction for LASSO and BNN respec-

tively. For LASSO, it can be seen that there are no inter-

secting peaks to observe. The troughs and crests of 

trends are not showing regularity between output and 

target which means the there is no accuracy in prediction 

by LASSO. However, it can be observed that there is a 

minimal difference between target and output for BNN, 

which highlights good accuracy by the proposed predic-

tive tool. 

 

 

Fig. 7(i). 9 Hour ahead wind speed prediction (LASSO).  

 

Fig. 7(ii). 9 Hour ahead wind speed prediction (BNN) 

After completion of two days, the trend is getting closer 

and showing precision and efficiency for BNN. These 

trends have been presented in Fig. 8, Fig. 9, Fig. 10, Fig. 

11(i), and Fig. 11(ii) for 36, 48, 57, and 72 hours ahead, 

respectively. In all the cases, LASSO did not perform 

well where it was found having no intersecting point be-

tween target and output nor was there any convergence 

observed in Fig. 11(i). Whereas a clear pattern of con-

vergence can be observed in these figures between target 

and output, which indicates that the BNN model has out-

performed well and removed the possible outliers be-

tween the target and output. 

 

 

Fig. 8. 36 Hour ahead wind speed prediction (BNN). 

 

Fig. 9. 48 Hour ahead wind speed prediction (BNN). 
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Fig. 10. 57 Hour ahead wind speed prediction (BNN). 

 

Fig. 11(i). 72 Hour ahead wind speed characteristics 

(LASSO). 

 

Fig. 11(ii). 72 Hour ahead wind speed characteristics 

(BNN). 

These results mentioned above indicate that, LASSO is 

not an ideal approach for wind and other power predic-

tions. While on the other hand BNN is an ideal candidate 

for medium-term wind speed forecasting. As the predic-

tion duration increases, the values are still accurate, and 

no extreme irregularity has been observed. 

4. Conclusions 

The surge in need for wind speed forecasting has in-

creased manifolds from the past two decades. Due to 

variation in weather changes, significant problems came 

across in the supply and demand of electricity. Therefore, 

predictive models are utilized and employed to combat 

this problem. In this paper, medium-term wind speed is 

predicted using BNN and LASSO. The data is obtained 

by the NWP model, which usually forecasts the weather 

parameters. The key objective of predicting the wind 

speed is to eliminate the errors between predicted and 

actual wind speed using BNN. The performance indices 

used for measuring the accuracy are MAPE and NMAE. 

The result shows that BNN has outperformed exception-

ally well and attained good accuracy for 6 to 72 hours 

ahead of prediction by the estimation forecasting as 

compare to LASSO which didn’t provide good accu-

racy at any hour. Extensive research has been carried out 

in wind speed forecasting using different machine learn-

ing approaches, and still, there is always room for im-

provement. Additionally, the proposed predictive model 

seems to be useful for wind speed forecasting for longer 

time horizons. 

In prospects, machine learning techniques have a wide 

range of algorithms for improving prediction perfor-

mance. Firstly, BNN can do long-term wind speed fore-

casting on a broader time horizon. Secondly, the hybrid-

ization of different linear and non-linear can also be uti-

lized for wind speed prediction (Babbar & Lau, 2020). 

In last decade there has been research on combining 

techniques for prediction purposes, and BNN is ob-

served promising for the ensemble approach. But the 

small gap has been observed in attaining high accuracy 

due to the limitation of data set. Lastly, the proposed 

BNN model can also be applied to other energy forecast-

ing domains, such as solar power forecasting, planning 

and optimization of the electric grid, and load forecast-

ing. 
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Abstract 

The Spatial Augmented Reality (SAR) system is an interactive platform that allows any virtual contents to be projected 
onto any physical structure (object). However, most of the SAR platforms use pre-rendered models in a static setting 
that does not allow the physical structure to be modified dynamically. This has limited interactions between the users 
and the system because users are unable to make rapid changes to the physical structure to express their ideas. This 
limitation can be a huge challenge when it comes to application such as city planning, where rapid real-time prototyp-
ing is able to provide a better visualization to the impacts that the changes could bring to the city environment. There-
fore, this research project aims to design and develop a tracker-based SAR system to resolve the aforementioned 
limitation. The main contributions of this research project include, (i) a SAR system that supports real-time physical 
structure reconstruction and projection mapping, and (ii) a SAR platform constructed using Lego blocks and easily 
accessible hardware and software. The hardware involves the design of the physical set-up to support a real time 
reconstruction, and dynamic projection mapping. The software involves real time object detection, tracking, and pro-
jection mapping. Real time object detection is carried out using colour tracking, and recording Lego positions, while 
dynamic projection mapping is done through marker tracking and coordinate mapping.  Based on preliminary eval-
uations conducted in the laboratory, the experimental results shown that the proposed SAR system is able to (i) suc-
cessfully project virtual content onto physical structure built using Lego blocks in real-time, and (ii) detect changes 
made to the physical structure.  

Keywords: Dynamic Reconstruction, Lego blocks, Real-time marker assignment, Spatial Augmented Reality (SAR), 
Tracker-based SAR

 

 

1. Introduction 

Digital industry predicts that augmented reality 
(AR)/virtual reality (VR) would continuously grow 
and the revenue would increase more than twenty-five 
billion in the next five years (Makarov, 2021). The fu-
ture applications of these AR/VR technologies are 
taken place in various sectors such as business, mar-
keting, education, navigation, health, and others. AR 
constitutes the integration of virtual resources together 
with real world physical elements, in which computer-
generated graphical components are displayed in the 
user’s digital devices along with the elements of real 
environment. Milgram and  

 

 

Kishino (1994) explained the operational definition of 
AR by stating the term that describes any case in which 
the real environment is “augmented’ virtually by com-
puter graphics. The mix reality environment is in be-
tween the spectrum of extremes of real and virtual 
worlds, where the user can interact with both real and 
virtual objects which are presented at the same display 
as shown in Fig. 1.  
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Fig. 1. Virtuality Continuum (Milgram and Kishino, 1994) 

 

Furthermore, with current technologies, limitations 
in the user’s field of view and the ergonomics of wear-
able AR devices are still challenging. With projection 
mapping techniques, we can project out these virtual 
contents onto the real world allowing more seamless 
blend between the virtual and real world. However, 
most of the projection mapping systems are static set-
ting without allowing for dynamic reconstruction of 
physical structure, thus limitations in user interactions 
(Cortes et al., 2018).  

There is a need of interactive tangible user inter-
faces/platform to allow better data visualization and 
more innate interactions. With Spatial Augmented Re-
ality (SAR) system, the users can view a larger field in 
real-time and experience immersive interactions 
among multiple users. SAR used a projection technol-
ogy to display the surfaces of a variety of objects with 
video projection (Ball, 2018; Park et al., 2014). It pro-
vides many opportunities for display of events includ-
ing live shows, museums, exhibitions, conferences, 
trainings, and designing of products by using audio, 
video, projectors and software. The audience can ap-
preciate the effect of a combination of audio, video to-
gether with 3D modality well beyond the traditional 
ways (Ball, 2018). SAR allows evaluation of the prod-
ucts by users ahead of physical development of a pro-
totype, thus saving time and cost related to the devel-
opment of the product (Ball, 2018). Park et al. (2014) 
mentioned that SAR is useful to show the virtual prod-
ucts which are similar to the real ones without limita-
tion of space issues. From their evaluation of SAR de-
signs, it shows that SAR provides more flexible and 
intuitive environment with high sense of immersion 
than using digital display. However, they pointed out 
that SAR required a more complex set-up of the hard-
ware compared to traditional computer-aided colour 
design and the immersive experience depends on the 
projector’s performance as the resolution and lumens 
of the projector are key factors. 

1.1 Dynamic Reconstruction SAR Platform 

Most SAR platforms were using pre-rendered mod-
els and they were used in a static setting without allow-
ing for dynamic manipulation of physical setting. 
These SAR platforms rely on finger tracking and touch 
gestures to allow for user interaction. These techniques 

are viable for 2D projections and touch screen applica-
tions. However, in 3D projections the use of movable 
tangible objects can improve the user’s interaction as 
it allows for a more natural user interaction. A study 
conducted by Al-Megren and Ruddle (2016) which 
compares tangible interaction with multi touch interac-
tion showed that the time required to complete tasks 
were faster as well as less errors occurring in tangible 
interaction. Those that did allow for dynamic manipu-
lation use markers which limit the virtual projections 
that are to be mapped and require the use of pre-ren-
dered models, such as in the case of Winder and Larson 
(2017) which supports 16 types of different markers, 
all of which are pre-rendered and assigned to the spe-
cific marker.  

Further literature review was conducted to find SAR 
platforms that support real-time dynamic reconstruc-
tion. Kim et al. (2014) and Guo et al. (2018) support a 
basic version of dynamic reconstruction by using depth 
sensors such as the Microsoft Kinect. Based on the 
depth information, the virtual content responded on to 
the physical setting. However, they still have limitation 
in their platforms as they only use the vertical depth 
information to control the change of virtual content, 
and therefore their applications cannot detect the actual 
shape of the object.  

There are several issues to be considered such as 
most SAR platforms do not offer dynamic manipula-
tion of physical setting to the system as it requires ob-
ject detection and dynamic projection mapping. Addi-
tionally, others only used pre-rendered models in a 
static setting limiting the types of physical structure to 
pre-determined shapes. 

A real-time interactive SAR platform is required to 
address this problem. In this project, dynamic recon-
struction is introduced in SAR system that allows users 
to manipulate the physical shape of the tangible object 
that they are interacting with, in real time. Thus, the 
proposed solution offers an additional layer of user in-
teraction, which overcomes the pre-rendered models 
and pre-determined shapes in the SAR platform. 

1.2 Aims & Objectives 

This research aims to develop a general-purpose 
SAR platform with an additional layer of user interac-
tion through real-time reconstruction, by using a sim-
ple, cost effective and easily accessible hardware. 

The objectives of the current research project are as 
follow.  

(1) to identify state-of-the-art tracking and cali-
bration techniques that should be used in developing 
the SAR platform. 

(2) to perform real-time projection mapping 
and 3D reconstruction for objects constructed using 
Lego blocks. 
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(3) to track the objects constructed using Lego 
blocks in real-time using image processing. 

(4) to evaluate the usability and generalization 
of the SAR platform based on feedback /ratings given 
by end users. 

1.3 Project Scope 

The proposed real-time interactive SAR platform in-
cludes the designing and developing of a tracker-based 
real-time SAR system and a physical set-up of SAR 
platform using Lego blocks. Lego blocks are popular 
and common, therefore supporting the objective of us-
ing easily accessible hardware. Furthermore, Lego 
block can be easily deconstructed and reconstructed by 
the user allowing for more possibilities in terms of 
shapes. In this project, only standard 2x2, 2x3 and 2x4 
Lego blocks are used. This SAR platform supports the 
object detection, marker detection and tracking and 
correct projections mapped from the physical structure 
to offer a more natural and organic way of user inter-
action that reduces the barrier between the virtual and 
the real world. 

 

2. Literature review 

A literature review was performed before starting the 
project in order to identify the existing or similar work 
on the SAR platforms. This gave a variety of projects 
with different designs of framework and highlights of 
issues and challenges that are relevant to SAR plat-
forms. SAR applications require physical set-up design 
and software architecture design. Most physical de-
signs involve of top, bottom, or even side camera po-
sition as well as front projections or rear projections. 
Common framework design for software architecture 
were, some form of object detection and tracking 
which is either marker based (Winder and Larson, 
2017; Mousavi et al., 2013;  Laviole, 2012)  or 
marker-less (Kim et al., 2014; Guo et al., 2018; Wilson, 
2005; Park, 2017), interactive features either direct in-
teraction with the physical content (Winder and Larson, 
2017; Kim et al., 2014; Guo et al., 2018; Mousavi et 
al., 2013; Mousavi et al., 2013; Wilson, 2005) or indi-
rectly (via mobile devices) (Mendes et al., 2019) and 
projections mapped onto 2D (Mousavi et al., 2013; 
Laviole, 2012) or 3D objects (Winder and Larson, 
2017; Kim et al., 2014; Guo et al., 2018; Laviole, 
2012). In addition, the framework of common SAR ap-
plication designs involves of camera and projector cal-
ibration (Fleischmann and Koch, 2016) to support for 
dynamic projections and to allow accurate projection 
mapping onto 3D objects. SAR framework design in-
volves of object detection and/or hand/finger detection 
(Mousavi et al., 2013; Laviole, 2012; Wilson, 2005) to 
support interactivity. Most SAR platforms are also 
found to be not portable and some are designing to 
make it more portable but still these wearable SAR 

platforms can be bulky, cumbersome and unergonomic 
to use for extended periods of time. 

Furthermore, additional literature review was con-
ducted with a main focus on interactive techniques 
used as well as the use of dynamic reconstruction in 
SAR platforms. It was found that most 2D projection-
based SAR platforms include virtual buttons and hand 
gestures as their interactive features. Whereas, most 
3D projection-based SAR platforms mainly used tan-
gible objects and some were using real-time recon-
struction as their interactive features. Additionally, 
some 3D projection-based SAR platforms also in-
cluded an external display which provided more de-
tailed information that supplemented the platform. The 
common techniques used in existing SAR platforms 
such as marker-based tracking, depth sensing, free-
form tracking, and real-time reconstruction are com-
pared and described in Table 1. 

Most SAR platforms prefer to offer direct forms of 
interaction as it is a main advantage of SAR compared 
to traditional AR, where users cannot interact with the 
physical object/world directly and are required to do so 
through a secondary device such as a touch screen or 
mobile device. Table 2 shows the comparison of vari-
ous features of the existing SAR platforms such as 
whether they support 3D or 2D projections, usage of 
external display, animation, support of video or audio. 
In addition, the interactive features like tangible ob-
jects, virtual buttons, hand gestures and real-time re-
construction are also compared in Table 2. This table 
compares and highlights the limitations of each exist-
ing work, further confirms the advantages of a system 
which allows the users to manipulate the physical 
shape of the tangible object that they are interacting 
with, in real-time. Furthermore, interaction with tangi-
ble objects can provide a more natural form of interac-
tion. 

These common techniques and interactive features 
showed in Table 1 and 2, are useful as a benchmark to 
consider the required features in the proposed project. 
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Table 1. Comparison of techniques used in existing SAR 

platforms. 

 

Table 2. Comparison of various interactive features in exist-

ing SAR platforms. 

 

 

 

3. Methodology 

In this section, an overview of the proposed architec-
ture is first described. This includes the set-up of the 
proposed SAR platform by using low-cost and easily 
accessible hardware. This is followed by the descrip-
tion of the proposed framework, which highlights the 
techniques used to achieve real-time 3D reconstruction. 
However, there are several ways (or algorithms) to im-
plement this module. Therefore, evaluation metrics 
were set-up to evaluate several potential techniques be-
fore choosing the best in slot for the proposed frame-
work. The actual implementation of the proposed 
framework is discussed in more details in Section 4. 

3.1 Architecture of Real-Time Interactive SAR 

Platform  

The proposed real-time interactive SAR platform 
uses markers for tracking after object detection is com-
pleted together with depth sensor to detect the shape of 
an object. It supports free-form tracking through the 
marker without restricting the user to a grid and slot 
basis which was employed in Bits and Bricks (Winder 
and Larson, 2017). Real-time reconstruction is also 
supported for the detection of actual shape of an object 
to allow users to build up Lego blocks as they desire. 
This makes the project innovative in providing the ad-
ditional feature of real-time reconstruction for actual 
shape which was not presented in earlier literatures. 
Those existing works mainly consisted of pre-assigned 
shapes and even those that supported real-time recon-
struction only allowed limited interactions such as in 
Kim et al. (2014) and Guo et al. (2018) where the vir-
tual content changes only based on the depth axis and 
thus do not support for more complex shapes. 

 

Fig. 1. Three phases of the proposed real-time interactive 

SAR platform. 

The system design involves three phases as de-
scribed in Fig. 2.  

Phase 1 includes object detection in real-time with 
the 3D reconstruction that allows the user to create a 
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new object by building Lego blocks and then assign it 
to a marker in real-time. 

Phase 2 consists of detection and tracking the as-
signed marker in real-time that allows for interaction 
for user. 

Phase 3 consists of dynamic 3D projection mapping 
which projects out the relevant virtual content and 
maps it onto the 3D object. This will ensure that the 
projections will follow the 3D physical object when it 
is placed in a new position on the platform. 

 

Fig. 3. The design of the Physical set-up      

To support the SAR platform, physical set-up is de-
signed as shown in Fig. 3. The main hardware re-
sources required are projector (Epson EB-W06), cam-
eras (Acer webcams, Ezviz C1C). These hardware are 
easier to get and low-cost when compared with more 
advanced devices. A cheaper projector can also be used 
at the cost of brightness and resolution of the projec-
tion. However, it is recommended to use a projector of 
1500 lumens or more to ensure brighter projections. 
Alternatively, the room can be made darker to make 
the projections more visible. The projector is used for 
projection mapping and the camera placed on the bot-
tom of the transparent acrylic surface is used to track 
markers which are placed on the bottom of the Lego 
blocks. These markers can be the Lego base’s patterns 
or Fiducial trackers placed onto the bottom of Lego ba-
ses. An area is also defined to support for real-time re-
construction where a camera is placed. The users are 
allowed to change the shape and build the Lego block 
in this region. By reconstructing the Lego block in this 
region, it supports coverage by the cameras and re-
duces the obstructions that may occur.  In the next 
section, the technique adopted by the SAR system to 
complete the process mentioned in phase 1 to 3 is de-
scribed. 

3.2 Framework for 3D reconstruction 

The 3D reconstruction framework involves of the 
detection of individual Lego block and building it up 
as described below: 

Input: Side camera view image 

Output: Reconstruction of Lego 3D model 

Algorithm : 

1. Detect individual Lego block in the � (defined) 

region. 

2. Track the Lego block and record the placements 

when joint with another block. 

3. The area for reconstruction is defined as men-

tioned in the physical set-up to improve the tracking 

capability and limit camera view obstructions. 

4. Assign model to tracker base in real-time. 

5. Apply undistort function using intrinsic parame-

ters and map the coordinates to switch to bottom cam-

era. 

The individual Lego block is continuously tracked 
using colour tracking, and their placements are rec-
orded each time they are joined with another block. 
Trigger areas are assigned on each possible Lego slot 
(using HitTest VVVV function) to determine where 
they should join.  If the joining Lego block’s center 
touches one of the trigger areas the function with return 
a Boolean true data type and the index of trigger area 
will allow it to lock onto that respective Lego slot. This 
will allow for the support for real-time reconstruction 
of the 3D model. However, difficulties may arise in the 
ability to continuously track the Lego blocks. There-
fore, to ease the tracking capability the area for recon-
struction is defined as mentioned in the physical set-up. 
Fig. 4 shows the 3D reconstructed virtual model on the 
left and the real object on the right as seen from the 
webcam. Once the user has finished building the Lego 
shape, he/she desires it is then assigned to a marker 
base so that the tracking can be carried out from the 
bottom camera. This is done to prevent the projections 
from interfering with the colour tracker from the top 
camera. 

 

 

Fig. 4. Current tests of real-time reconstruction                                    

Based on the description given above, several tech-
niques are required to build the proposed framework, 
and in general they can be divided into three phases (i) 
trackers, (ii) 3D reconstruction, and (iii) projection 
mapping. Moreover, there are several ways (or algo-
rithms) to implement the modules mentioned above. 
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Hence, some preliminary evaluations were carried out 
to determine which way (or algorithm) works best for 
each phase. The evaluation metrics as well as the eval-
uation results are presented in the next section. 

3.3 Measurement techniques or evaluation 

Different system tests are required to validate the 
prototype. These include separate tests for object de-
tection, marker assignment and tracking, dynamic 3D 
projection mapping and integration which are de-
scribed in the following Table 3. Additionally, user 
testing is proposed to evaluate the effectiveness of the 
system from different range of users. It involves the 
observation techniques to capture the various strate-
gies and approaches that users may take when perform-
ing basic interactive tasks with the proposed system.  

Table 3. System testing and user evaluation. 

 

4. Implementation and analysis 

The experiments and analysis were carried out to in-
vestigate the practicality of the selected techniques. 
The system is capable of performing colour detection, 
tracking, real-time real construction of shapes involv-
ing 2x2, 2x3, 2x4 bricks. Based on the coordinates re-
trieved from colour detection and tracking, it is able to 
perform projection mapping in real-time as well. How-
ever, there are still a few issues that need to be resolved 
which will be further explained in the following sec-
tion. 

4.1 Resources for implementation 

The required hardware and software resources were 
selected in accordance to support, for the objective of 
using easily accessible hardware and software to de-
velop the proposed SAR platform as described in Table 
4. Most hardware resources stated are easily accessible 
such as cameras, projector and physical Lego blocks. 
In addition, all of the software used are free and open-
source programs. 

Table 4. The required resources for development of SAR plat-
form 

 

VVVV (platform) (VVVV group, 2021) is used for 
development as it is a real time interactive live pro-
gramming environment/toolkit. The real-time aspect 
of VVVV helps greatly in producing the prototype as 
changes made in code can be seen in real-time com-
pared to other traditional programming languages 
where it requires building and compiling. The Open 
Source Computer Vision (OpenCV) library (2021) is 
selected for image processing. As the image processing 
required in this platform involves of object detection 
and marker tracking. Furthermore, image processing is 
used in calibration of camera and projector to support 
for dynamic 3D projection mapping. Lastly, 3D mod-
elling software such as Blender (2020) are chosen to 
create and edit 3D shapes.  

4.2 Phase 1: Implementation of object detection 

In this phase, the main aim is to recognise the object 
constructed by user using a set of Lego blocks. Based 
on the scope decided, a user can choose from a group 
of Lego blocks with the size of 2x2, 2x3, and 2x4. To 
ease the process of recognition, different colours are 
used for Lego blocks with different sizes. For example, 
all the 2x2 blocks could be in white colour, 2x3 blocks 
could be in yellow colour and so forth. With this, col-
our detection can be adopted to determine the location 
or where the user has placed the block in the object. 

The entire process is continuously monitored. When 
a user picks a block and adds that to the existing struc-
ture, the location is determined and recorded in real-
time, so that we can see the 3D reconstruction of the 
object in real-time on the screen. The trigger area tech-
nique is used by setting up trigger areas (using HitTest 
VVVV function in the shape of a circle) in each of the 
slots available on a Lego brick. And if the joining Lego 
block’s center touches one of the trigger areas it will 
lock onto that respective Lego slot as shown in Fig. 5. 
The translucent green circles represent the trigger areas, 
and the small white square represents the center point 
of the Lego object as captured from the webcam. When 
this center point touches one of the translucent green 
circles it will turn blue and shift the joining Lego object 
to its respective slot. 

 



 

A. C Z. Hta, Y.L. Lee,etc/ Int. J. Systematic Innovation, 6(5), 21-31 (2021) 

          28 

 

http://www.IJoSI.org 

 

Fig. 5. Implementation of objection detection using trigger 

areas 

4.3 Phase 2: Detection & tracking the assigned 

marker in real-time 

In this phase, the aim is to detect and track a marker 
continuously, in real-time. Marker-based tracking was 
implemented by assigning the base pattern and colour 
of a Lego block to a marker. Both the colour-based 
tracker and Kernelized Correlation Filter (KCF) 
tracker were tested in preliminary experiments and re-
sults showed satisfactory accuracy in tracking under 
good lighting conditions as shown in Fig. 6. However, 
accuracy of tracking suffered under low light condi-
tions, especially in the case of KCF tracker, where it 
was found to increase the offset in tracking. 

Due to these challenges, the system uses col-our-
based tracking and place an IR camera under the phys-
ical table to better detect the marker features. Addition-
ally, as described in Table 5 in section 4.5 the Aruco 
marker and fiducial markers were also tested by 
switching to the bottom camera. This requires re-
mapping of the coordinates as the object shape and size 
information detected from the top camera must now be 
tracked by the bottom camera. Undistort functions are 
also applied to the both the top and bottom cameras to 
reduce camera distortions using the intrinsic parame-
ters gathered from camera checkerboard calibration. 

For the colour tracking function a WithinRange 
(OpenCV function) is used to filter out the desired 
HSV (hue, saturation, value) colour range. In addition, 
a threshold value and some gaussian noise is also 
added to reduce noise. After this the individual colour 
masks are then applied separately to the video capture. 
The contours are then detected using the OpenCV 
function and the convexhull is calculated in a ForLoop 
based on the contours. Using the convexhull, it then 
draws the approximate polygon to display the object 
shape. This coordinate information must be then 
mapped to VVVV as most of the OpenCV function re-
side in VL which uses a different coordinate system. 

 

 

Fig. 6. Implementation of marker-based tracking 

4.4 Phase 3: Implementation of dynamic 3D 

projection mapping 

In this phase, it aims to map the virtual projections 
to the moving physical object in real-time. To support 
for dynamic 3D projection mapping in real time, the 
system must first be calibrated using the checkerboard 
to allow for accurate conversions of virtual coordinates 
to real world coordinates. The 10 x 7 checkerboard was 
printed and attached to a solid board. Twenty images 
were taken to in various positions covering all the x, y 
and z axis. VVVV (2021) recommends the camera cal-
ibration reprojection error to be less than 0.5. Here, the 
camera calibration reprojection error of the system 
scored 0.4. The camera calibration reprojection error is 
calculated by using the OpenCV camera calibration 
function.  

 

Fig. 7. Implementation of Dynamic 3D Projection Mapping 

(3D rendering) 

The patch shown in Fig. 7 was tested to support for 
this by using the camera intrinsic and extrinsic param-
eters. In the preliminary tests, dynamic 3D projection 
mapping in real time was able to be produced however, 
the accuracy of the mapping can be improved as some-
times the projections would have some offsets. This is 
most likely due to the conversion of coordinate sys-
tems as shown in Fig. 8. 

Additionally, manual calibration technique has also 
been tested. The manual calibration of the projector in-
volves of marking the physical scene and matching the 
VVVV renderer to the camera viewpoint using homo-
graphic transform applied onto a quad. Homographic 
transform function is applied here instead of normal 
transform function as it will allow for individual con-
trol and placement of each corner of the renderer, 
which allows for finer adjustment. Through manual 
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calibration the projector’s renderer view will be the 
same as the camera view. 

 

 

Fig. 8. Implementation of Dynamic 3D Projection Mapping 

(Mapping Coordinates) 

4.5 Evaluation and analysis 

This section elaborates details of the test results with 
comparison of different trackers, techniques for 3D re-
construction and projection mapping. 

Table 5 displays the results of the tests conducted on 
different techniques of the system. The tests for track-
ing accuracy and consistency involved the subject be-
ing tracked to be moved around the scene in different 
speeds. The tracker must be able to seamlessly track its 
target and not lose the target when the target is being 
moved across the scene in three (3) mode of speed.  
The speed is considered as slow if it is less than 
5cm/sec, medium if it is between 5 to 15cm/sec while 
fast speed was considered to be between 15 to 
30cm/sec. The camera and FPS (frames per second) 
were kept consistent as a control variable. 

The tracking precision is calculated based on the 
concept of intersection over union (IoU) (Khandelwal, 
2020) of ground truth bounding box (i.e the actual tar-
get) and the predicted bounding box. This allows the 
assessment of the correct overlaps between the actual 
target and predicted bounding box. An IoU score 
higher than or equal to 0.5 is classified as a true posi-
tive and an IoU score lesser than 0.5 is classified as a 
false positive. This test was conducted three (3) times 
using different objects for each type of tracker and an 
average IoU score was calculated. 

In the detection after loss of tracking test, the object 
would first be placed on the scene where it is being 
tracked. After this the object would be removed from 
the scene and then placed back in the scene. If the 
tracker is able to detect the object once the object is 
placed back in the scene, it passes the test. 

The colour tracker passes the test for multiple objects 
of the same colour if it is able to detect two or more 
objects of the same colour placed part from each other 
as their own individual objects. 

To support real-time reconstruction and record the 
relative placement of Lego bricks, two techniques 
were compared. The distance calculation technique in-
volved of comparing the distance and angle from the 
center of one brick to another. Depending on the this, 
the Lego brick will lock onto one the adjacent slots 
available. Whereas the trigger area technique involves 
of setting up trigger areas (in the shape of a circle) in 
each of the slots available on a Lego brick. And if the 
joining Lego block’s center touches one of the trigger 
areas it will lock onto that respective Lego slot. The 
evaluation of the accuracy score depends on the num-
bers of errors to determine the rating scale of 1-5 (from 
low to high). The high score of 5 would be rated when 
there is no or one error only; if 2-3 errors it would be 
rated as 4; if 4-5 errors it would be scored 3; if 6- 8 
errors the score would be 2 and when there are more 
than 8 errors, the score would be rated as low score 1. 
These errors involve of errors in offsets, wrong slot 
joining and constant flickering between slots. 

For projection mapping two main techniques were 
tested. In the coordinate lock technique, this involved 
of locking the camera coordinates retrieved from the 
colour tracker after the desired object has been created. 
This allows the projection of the desired shape of the 
object however, since the colour tracker is still being 
used the projections can interfere with it and affect the 
accuracy of the colour tracker. The other technique in-
volves of locking the texture itself once the shape has 
been constructed. This no longer requires the colour 
tracker to be active once the shape is created therefore, 
the projections cannot interfere with the colour tracker. 

Table 5. Comparison of various system techniques tested. 
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4.6 Implementation strengths & issues 

The strength of the current project is 3D projections 
allowing the users to move tangible objects. This can 
improve the user’s interaction as it can allow for a 
more natural interaction. Additionally, the support for 
real-time reconstruction allows for users to build their 
own shapes instead of just using the pre-defined shapes. 
In the tests conducted, the system was able to correctly 
detect and project the desired texture onto the specific 
structure constructed of up to 10 Lego bricks placed in 
random positions. 

However, there were some issues faced in conver-
sion of 3D virtual coordinates onto real world coordi-
nates where the projections are mapped. This is due to 
the dynamic nature of the 3D projection mappings and 
therefore the accuracy in projections is a limitation. 
Furthermore, some issues faced in tracking of individ-
ual Lego blocks to be able to constantly detect the final 
shape due to camera occlusions. To improve the visi-
bility of the projections most projection mapping ap-
plications are carried out in a low lighting environment 
however, this can be challenging for the camera to per-
form tracking of marker features. 

5. Conclusions 

The tracker-based real-time interactive SAR system 
was successfully developed after testing and analysis. 
The system projects the SAR virtual contents correctly 
mapped onto the real-world 3D objects with support 
for real-time 3D reconstruction. This has introduced a 
new interaction method that allows to create object de-
tection and tracking in a real-time in the physical SAR 
platform. Moreover, it would have designed and devel-
oped the physical SAR platform suitable for dynamic 
projection mapping. The benefits from the proposed 
SAR platforms are stated below. 

 

1. Static Vs Dynamic: Most projection mappings are 
static and therefore with the addition of dynamic con-
tent it can involve users in a more effective manner 

2. 2D Vs 3D: It is easier to visualize complex data 
and ideas/plans through 3D projection mapping com-
pared to 2D 

3. AR Vs SAR: SAR provides a more seamless blend 
between the virtual and the real world compared to AR 
as the virtual content is projected to the real-world 

4. Touch Vs tangible interaction: Tangible interac-
tion provides natural ways of user interaction com-
pared to touch interaction.  
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Abstract 

Local search algorithms in general are better than population-based algorithms in the terms of exploitation capa-
bility in finding more local regions in the search space which provide more ability to explore search space in finding 
global regions. Black widow optimization (BWO) algorithm is one of the best population-based algorithms which was 
proposed in 2020 to solve engineering optimization problems. However, this algorithm has a limitation in the exploi-
tation of search space and reactivate a search when stagnation occurs during the algorithm run. Thus, deep search and 
effectively exploring the search space are not possible during the algorithm run. To overcome these drawbacks, this 
study proposes two modifications to the BWO algorithm. The first modification is the integration of variable neigh-
borhood descent used to enhance the exploitation process in finding more local regions in the neighborhood during 
the algorithm run. The second modification focuses on the reactive search process by integrating a new convergence 
indicator for the algorithm during the algorithm run and online reactive search process. Two benchmark datasets were 
used to evaluate the proposed modification. The minimum tour distance provided by each algorithm has been used as 
the performance metric in determining the credibility of the hybrid BWO algorithm and results have been compared 
with best-known algorithms include African buffalo optimization (ABO), ant colony optimization (ACO), artificial 
bee colony (ABC), particle swarm optimization (PSO) and a hybrid algorithm consisting of harmony search, particle 
swarm and ACO (HPSACO). The hybrid BWO algorithm has produced better minimum tour distance compared to 
ABO, ACO, ABC, PSO and HPSACO algorithms which demonstrate that the hybrid BWO can be applied to solve 
several optimization problems including vehicle routing problem, classification and clustering. 

Keywords: Exploration, Exploitation, Local search, Neighborhood search, Swarm algorithms, Traveling salesman 

problem.

 

1. Introduction 

The optimal solution in the field of artificial intelli-
gence refers to the best solution that can be obtained 
from the search space compared with other several so-
lutions provided from the same search space (Desale et 
al., 2015; Jabbar, Ku-Mahamud, & Sagban 2019a, 
2019c). This type of solution can be found when solv-
ing any NP-hard problems that have complex search 
space have several landscapes. Examples of NP-hard 

problems are classification (Stegherr, Heider, & Häh-
ner, 2020), clustering (Hossain et al., 2019), and fea-
ture selection (Venkatesh & Anuradha, 2019). The 
search space of the problem is difficult to solve within 
the estimated time and requires special algorithm to 
provide a stochastic search guided by the objective 
function and randomness covering a wide area of 
search space (Dao, Abhary, & Marian, 2015). This kind 
of search is the main foundation of algorithms and 
known as metaheuristics, which combines heuristic 
methods in high-level metaphors to find optimal or 
near-optimal solution in a reasonable time. Examples 
of metaphors in real life include foraging behavior, 
memory, annealing, evolution, reproduction style and 
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cannibalism, these metaphors can be represented by 
several algorithms including ACO (Al-Behadili, 
Sagban, & Ku-Mahamud, 2020a), tabu search (TS) 
(Ghany et al., 2020), simulated annealing (SA) 
(Moriguchi, Ueki, & Saito, 2015), genetic algorithm 
(GA) (Das & Pratihar, 2018), and black widow optimi-
zation algorithm (BWO) (Hayyolalam & Pourhaji 
Kazem, 2020; Abuhamdah, 2020). The BWO is one of 
the swarm intelligence algorithms inspired by black 
widow spiders, which simulates the spider mating pro-
cess in nature (Houssein et al., 2020). The algorithm 
has three important stages which simulates the real be-
havior of black widow. These stages include mating, 
which starts when the male enters the web of female; 
reproduction and cannibalism, which start by hatching 
the egg and offspring engagement; and increasing the 
density of the population by keeping only strong spi-
ders which is known as sibling cannibalism. However, 
the main issue is how to achieve better exploitation and 
exploration of the search space and avoiding local op-
tima problem in the process to obtain the optimal result 
rapidly and with high accuracy. The BWO the algo-
rithm has limitations in terms of exploitation of the 
search space and reactivating a search when stagnation 
occurs during the algorithm run. The algorithm should 
improve the population iteratively until it converges to 
local optima and then the reactive the search process 
by updating its population with new fresh population 
located far from the region that has that local optimum. 
Considering this limitation, scholars explore other al-
gorithms to solve the limitation which resulted in a hy-
brid algorithm. This process can be achieved using me-
taheuristics algorithms, which use the neighborhood 
change. An example of these algorithms is the variable 
neighborhood descent (VND), which descent to the re-
gions that have local optima and can escape from these 
regions according to the designed VND framework 
(Duarte et al., 2016). In the optimization problem, the 
region that has good solution certainly contains neigh-
borhood regions that have better solutions. Thus, sev-
eral close neighborhoods should be explored to find 
global solutions by generating several landscapes us-
ing the VND algorithm. The algorithm has a befit of 
generating several landscapes during the algorithm run 
whereby it can increase the diversity of solutions with 
different solutions. However, an important issue that 
should be considered is moving from one landscape to 
another. Despite of its importance, it is not always suf-
ficient when no knowledge about the exploration state 
is provided. Hence, more time is required to perform 
exploitation than exploration. Based on this considera-
tion, two modifications are proposed. VND is used to 
enhance the performance of the BWO algorithm in 
terms of exploitation capability to find more solutions 
around the best regions in the search space. VND en-
hances the BWO algorithm to find more local regions 
by improving the neighborhood search during the al-
gorithm run. Reactive search process is proposed as the 

second modification by integrating a new indicator of 
the convergence of the algorithm during the algorithm 
run. The reactive search will enhance the search pro-
cess by moving the search into new promising region 
and keeping the history of the search to use them as a 
guide for future search in advanced iterations. Both 
modifications will enhance the balance between the 
exploration and exaptation. Finally, the performance of 
the proposed algorithm will increase. These two mod-
ifications are recruited in BWO to avoid convergence 
because of its limitation in exploiting the search in 
finding more local regions at the best so far region and 
reactivating the search space during the algorithm run. 
Reactive search is integrated into the algorithm, which 
will automatically reactivate the search process when 
algorithm falls into local optima or converges to the 
same solution.  

This article is organized as follows. Section 2 shows 
the related works of swarm based-algorithms. Section 
3 elaborates the proposed hybrid BWO algorithm with 
its formulation for the traveling salesman’s problem. 
Section 4 describes the benchmark datasets used in the 
experimental results. Section 5 states the conclusion 
and future works. 

2. Related works 

Solving NP hard problem such as TSP where finding 
the minimum tour distance between all cities is not an 
easy task, especially for a large number of cities and 
the search space is complex. Finding an optimal solu-
tion where the objective function reaches its minimum 
value at an acceptable time has several landscapes. 
This process of reaching the optimal solution is some-
times useless, as the time required to solve these prob-
lems may exceed the usefulness of the solution. Here 
the need arose to use algorithms that have the ability to 
produce good solutions in an ideal time. Those algo-
rithms are categorized as optimization approaches tar-
geted at finding near or optimal solutions in an ideal 
time.  The optimization approach shown in Fig. 1, 
classified into several approaches which include esti-
mation approach, exact approach, and approximate ap-
proach. The exact approach requires an exponential 
time to solve the hard problem due to its process to find 
all solutions. The estimation approach uses a previ-
ously defined range of inputs such as used in parameter 
problem to solve the problem according to the defined 
inputs. The last approach is the approximate approach 
can be classified into single-based solution such as lo-
cal search and population-based techniques (Al-
Behadili, Ku-Mahamud, & Sagban, 2020b; Duarte et 
al., 2016). Local search methods, such as TS and SA, 
perform neighborhood search to modify single solu-
tion by exchanging segments of its components to pro-
duce better solutions. Meanwhile, in the population-
based techniques such as ACO and BWO, more than 
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one solution are used iteratively during the algorithm 
run (Al-Behadili, Ku-Mahamud, & Sagban, 2019c; Si-
cilia et al., 2016). The search process is guided in dif-
ferent processes according to metaphor characteristics 
employed in the algorithm. Examples of these charac-
teristics’ areas are the acceptance criterion and cooling 
schedule in SA algorithm (Yang & Yang, 2014), neigh-
bor choice in TS algorithm (Zhou et al., 2013), recom-
bination, mutation, and selection in GA algorithm (AL-
Behadili, Ku-Mahamud, & Sagban, 2020a; Stegherr et 
al., 2020), mating, reproduction and cannibalism 
(Rasekh & Osawa, 2020), siblings in BWO, and pher-
omone update and probabilistic construction in ACO 
algorithm (Jabbar, Ku-Mahamud, & Sagban, 2019b). 
However, there is a big deference between both ap-
proaches regarding the stigmergy which is a key role 
in the nurturing of society that does not exist in the 

evolutionary-based approach. The swarm-based ap-
proach includes different algorithm such as ACO, arti-
ficial bee colony (ABC), particle swarm optimization 
(PSO) and BWO. These algorithms have the stigmergy 
principle that represents the medium for information 
transformation. A typical example is pheromone trails 
that leads to organization of ants in ACO, while in 
BWO represents the attraction between the male and 
female. However, the main differences between each 
algorithm are the algorithm memory and how to repre-
sent the search space of the problem. An example of 
that PSO its memory represents the population of par-
ticles, ACO is represented by pheromone matrix that 
retain the information of ants and ABC represented by 
its population of bees. The BWO algorithm followed 
the same procedure of the swarm algorithms, where its 
memory is represented by the population of the black 
widows.

 

 
Fig. 1. Taxonomy of optimization approach 

 

Several related works have been proposed in the lit-
erature such as Tan et al. (2020) who proposed a hybrid 
POS algorithm and hill climbing (HC) for high school 
timetabling problem. The proposed algorithm has two 
modifications in PSO and HC algorithms. The first 
modification is the solution transformation of the mu-
tation and crossover operations while the second mod-
ification is to increase the efficiency of the exploration 
and exploitation in search space using HC algorithm. 
However, it is found that the HC algorithm only accept 
the candidate solutions that have better fitness. Thus, it 
limits the exploration capability of PSO algorithm in 
the terms of looking for global candidate solutions. 
Other similar research was proposed by Goh et al. 
(2020) as a hybrid local search algorithm to address the 
post enrolment course timetabling. There are two 
phases in the proposed hybrid local search algorithm. 
The first phase is to find a feasible solution, while the 
second phase focuses on minimizing the soft constraint 

of the generated feasible solution from the first phase. 
In finding a feasible solution, the tabu search (TS) with 
sampling hybrid algorithm and perturbation with iter-
ated local search (ILS) hybrid algorithm were em-
ployed. Simulated annealing with reheating (SAR) al-
gorithm and two preliminary runs (SAR-2P) algorithm 
are proposed to minimize the soft constraint of the fea-
sible solution. The proposed algorithm has a drawback 
in terms of exploration capability, but in other aspects 
it shows promising results. Thus, it requires other al-
gorithm such as ACO algorithm to overcome the ex-
ploration problem. Another related research has pro-
posed a re-randomization method coupled with varia-
ble neighborhood search (VNS) to solve the optimal 
allocation of a fixed set of experimental units (Hore, 
Dewanji, & Chatterjee, 2016). The re-randomization 
method increases the probability to find more reasona-
ble initial allocations by incorporating the randomiza-
tion during the search process. However, it would be 
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better to include various criteria to control the random-
ization of the search process and to avoid losing the 
exploitation part. An algorithm by coupling variable 
neighborhood search (VNS) with stochastic search to 
improve the exploration of VNS has been proposed by 
Hore, Chatterjee, and Dewanji (2018). The purpose of 
this coupling is to avoid the problem of local optima 
solution provided by VNS. Three modifications have 
been added to increase the stochastic search of the al-
gorithm. These are the initial tour, construction of 
neighborhood and new stopping criteria. Although the 
proposed algorithm showed promising result, its time 
complex was long. Other related research to improve 
VNS by keeping the characteristics of the best solution 
during the algorithm run which often be kept and used 
to obtain promising neighboring solutions (Hore, De-
wanji, & Chatterjee, 2014). This kind of VNS algo-
rithm has recently been successfully applied in the 
field of design of experiments by adding optimum al-
location of experimental units with known predictors 
into two treatment groups. However, adding local 
search to swarm algorithms is required because of the 
exploitation capability in finding more local regions. 
From the literature, swarm algorithms such as BWO 
remains poor as its exploitation strategy is incapable to 
intensify the search of local regions. Thus, integration 
of a local search algorithm such as VND is required 
with an indicator to check the convergence state of the 
algorithm. This indicator reactivates the search process 
during the algorithm run and provide more optimal so-
lutions. 

3. Proposed hybrid algorithm 

Black widow optimization algorithm, which was 
proposed by Hayyolalam and Pourhaji Kazem (2020) 
is one of the best population-based swarm algorithms 
to solve NP-hard combinatorial problems (Sathish & 
Ananthapadmanabha, 2021; Sheriba & Rajesh, 2021). 
The algorithm is inspired by the black widow spider’s 
nature behavior representing the mating process in spi-
ders. The algorithm has three important stages which 
simulates the real behavior of the black widow. These 
stages are classified as follows the matting process of 
black widow spider, the reproduction style and canni-
balism and the sibling cannibalism.  

The mating process starts when the male enters the 
web of the female. This process occurs when a female 
black widow desire to mate with one of the males by 
attracting them using her pheromone. This process is 
followed by laying her eggs on the sock and wait for 

hatching. The following stage is reproduction style and 
cannibalism, which start by egg hatching and offspring 
engagement. Immediately during or after the matting, 
the male is consumed by the female black widow, 
which is a natural behavior that can be seen in different 
invertebrate societies. Researchers believe that the be-
havior of male might confer the chance to increase the 
number of eggs, resulting in greater chance of continu-
ity of offspring. The next stage is where eggs are 
hatched and spend the time on the web feeding on the 
yolk and molt. During this time, an important natural 
behavior known as sibling cannibalism can be ob-
served. This stage increases the density of the popula-
tion by keeping only strong spiders. The strong spider 
eats the weak siblings, female black widow eats her 
husband, and other case such as other spiders consume 
their mothers. All kind of sibling cannibalism changes 
the diversity of the population, thus new generation 
can be better than the older generation. The BWO al-
gorithm employs sibling cannibalism to improve the 
search process during the run by achieving only high-
quality solutions. However, not all cases are desirable 
in optimization problems, such as improving the qual-
ity of solution guided by the objective function will 
lose its diversification capability (Stützle & Hoos, 
2000). In the same manner, high diversification forces 
the algorithm to lose its exploitation capability. This 
research proposes a modification which includes a re-
active search space during the algorithm run and sim-
ultaneously finds the optimal local regions. The mech-
anism is established by copying the best individuals 
from the original population and keep them in a tem-
porary memory. The algorithm starts to improve exist-
ing individuals in temporary memory until no further 
improvement can be obtained. This step is considered 
as the exploration step when reactive search is per-
formed, moving the search process to another promis-
ing global region. In each step of the improvement, the 
best individuals move from the original population to 
the temporary memory. Through this step, the second 
modification is added, which apply VND to increase 
the process of finding more promising local regions in 
the search space. Variable neighborhood descent en-
hances the BWO algorithm to find more local regions 
by improving the neighborhood search during the al-
gorithm run through generation of more landscapes. It 
moves the best solutions generated during the run and 
checks when stagnations occur to restart the history of 
search process as shown in Fig. 2. 
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Fig. 2. The mechanism of the modifications 

The algorithm starts by initializing the population of 
spiders in the memory pop (single spider represents 
single solution). The memory pop1 aims to keep the 
best solutions during the algorithm run and use them to 
refresh the search space. This is established after cop-
ying the best solutions (best spiders) from the popula-
tion pop and save them to pop1. The process of the al-
gorithm starts by selecting two solutions, then generate 
the children and destroy the fathers and some children. 
The rest of the solutions after this process is kept in the 
memory called pop2. The next process performs VND 
to find more optimal solutions and the best produced 
solution is select from pop2 and saved in pop1. This 
process ensures deep searching in the local regions of 
the best solutions, thereby finding the best neighbor-
hood of all in pop2. Once the neighborhood is deter-
mined, the best top solutions in pop2 are moved to 
pop1. However, if convergence occurs in the algorithm, 
then it will deselect the best solution from pop and save 
them in pop1, thereby reactivating the search process 
during the algorithm run. Variable neighborhood de-
scent is used in this research due to its capability of 
convergence to the optimal solution during long time, 
giving more time to explore the search space. Different 
landscapes refer to different neighborhood structures, 
thus different solutions  

 
can be used to avoid the algorithm being trapped at lo-
cal optima problem. In this research, two operations 
are performed to provide several landscapes including 
the pair-swap and inversion. The pair-swap will swap 
two cities in randomly manner, while the inversion op-
eration inverts a subsequence of cities between two 
swapped cities which are randomly selected from the 
solution. This algorithm has the benefit of generating 
several landscapes during the algorithm run, and it can 
increase the probability of diversity of solutions and 
avoid the case of losing the diversity in the population 
and other memories. VND generates several land-
scapes iteratively. Thus, the algorithm can use different 
neighborhood during the run to avoid the local optima 
as shown in Fig. 3 (El-Ghazali Talb, 2009). The VND 
algorithm starts by generating a set of different neigh-
borhood structures Nl (l=1,…,lmax).  Let N1 be the 
first neighborhood located in the local regain of the in-
itial solution x. Thus, if no improvement in the current 
local region based on the fitness function of N1 com-
pared with x occurs, then the neighborhood structure 
will be changed from N1 to N1+1 until the best neigh-
borhood structure is found. Otherwise, the fitness func-
tion of x is kept. The pseudo-code of the variable 
neighborhood decent algorithm is illustrated in Fig. 4 
(El-Ghazali Talb, 2009). 

 
Fig. 3. Principle of variable neighborhood descent algorithm 
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VND algorithm 
Input A set of neighborhood structures ��(� � 1, … , �"#$).   
Output The best found solution (%&'() 
Step :1 � � �)  %% generate the initial solution 
Step :2 repeat 
Step :3  � � 1 
Step :4  while � * �"#$  do 
Step :5  Find the best neighbor �` of � in ��($) 
Step :6  if ,(�`) - ,(�) then 
Step :7    � � �` 
Step :8    � � 1 
Step :9    else 
Step :10    � � � . 1 
Step :11  end-if 
Step :12  end-while 
Step :13 until no improvement exists in any �"#$  neighborhoods 
Step :14 return �; 

Fig. 4. Pseudo-code of VND algorithm 
VND selects a single solution x from the memory in 

sequence for further improvement by generating a set 
of neighborhoods and select the first obtained neigh-
borhood that increases the quality of solution (better 
minimum tour distance). The output of the VND algo-
rithm is a solution has better quality replaced with the 

original solution x. This process is iteratively per-
formed, as shown in step 6 of Fig. 4 until the best-
found solution is obtained in step 14. The complete 
process of the proposed hybrid BWO algorithm is il-
lustrated in Fig.

Proposed hybrid BWO algorithm 
Input TSP dataset 
Output A minimum tour distance ' 
Step :1 Initialize all parameters (01, 21, 23, 4), 0، �636(,  ��) 
Step :2 Initialize population of spiders 070 and evaluate each one 
Step :3 Select best  21 solutions in 070 and save them in 0701 based on procreating rate (01) 
Step :4 while (6(&18(672 -    ��  ) do  
Step :5        repeat 
Step :6            Randomly select two solutions as parents from 0701 
Step :7            Generates D children 
Step :8            Destroy father  
Step :9            Based on the cannibalism rate (9:), destroy some children 
Step :10            Save the remain solutions into 0702 
Step :11        until stopping 2; is met 
Step :12   Perform VND on 0702 and copy the best  21 solutions in 0702 and save them in 0701 

 
Step :13    if (8;(solutions in old 0702) == 8;(solutions in current 0702)) then 
Step :14            �636( . . 
Step :15    end-if 
Step :16    if (�636( <  �636( 38�) then 
Step :17      Select best  21 solutions in 070 and save them in 0701 
Step :18    end-if 
Step :19   repeat 
Step :20     Select a solution from 0701 
Step :21     Mutate randomly one chromosome of the solution and generate a new solution 
Step :22     Save the new one into 0703 
Step :23   until stopping 23 is met 
Step :24   Update 070=0702+0703 
Step :25 end-while 
Step :26 return '  

 Fig. 5. Pseudo-code of proposed hybrid BWO algorithm

The hybrid BWO starts by pop1 initializing all pa-
rameters and the population of spiders, pop, in steps 1 
and 2. In step 3, the algorithm selects the best nr so-
lutions from pop and save them to, which represents 
the best solutions in the population to be matted latter. 

In step 4, the algorithm starts its iterations compared 
with the maximum number of iterations N?. In step 5, 
the algorithm starts its cycling compared with its pro-
creation rating to the maximum allowed procreation 
which is equals to 50 in this research. The next step is 
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to randomly select two solutions from pop1 . In the 
current time, the best nr  solutions exist in pop1 . 
Steps 7 and 8 include matting using the crossover op-
erator between two individuals and destroying the fa-
ther after the matting process. To introduce more diver-
sity, several children and mothers are destroyed in step 
9 and save in pop2 as shown in step 10. The next step 
highlights the proposed modification where VND is 
used on all solutions in pop2. However, in general, all 
local search algorithms provide good solution but is 
easily stacked at the local optima. Thus, in this re-
search, another modification is added to check if the 
algorithm has sufficient diversity solution or not and to 
decide reactivating the search space by adding new so-
lutions into pop1 from pop, as shown in steps 12-18. 
In the following steps, the algorithm employs mutation 
to improve the solution. In step 24, the algorithm will 
update pop by using all solutions that exist in pop2 
and pop3. The output of the algorithm is the best so-
lution found during the run as shown in in step 26. 

4. Experiment and evaluation  

Prepare The experiments have been conducted in 
two scenarios to evaluate the performance of the hy-
brid BWO algorithm. In each scenario, different set of 
TSP datasets (Jia, 2015; Odili & Mohmad Kahar, 2016) 
were used. The first set includes eight datasets (ber-
lin52, st70, eil76, pr76, kroa100, eil101, ch150, and 
tsp225).  These datasets have been used in a study 
conducted by Odili and Mohmad Kahar (2016) and the 
results also available in (TSPLIB, 1995). Results from 
the experiments conducted on the first set of the da-
tasets have been compared to African buffalo optimi-
zation (ABO), ACO, and artificial bee colony (ABC). 
The second set consists of ten (10) benchmark datasets 
including the att48, st70, eil76, pr152, gil262, rd400, 
pr1002, d1291, fnl4461, and brd14051 (Jia, 2015) and 
results are available in TSPLIB (1995). The algorithms 
that have been used in the second part of the experi-
ment are ABO, ACO, PSO, and harmony search, parti-
cle swarm and ACO (HPSACO) algorithms. Table 1 
shows 16 TSP datasets that differ in the number of cit-
ies and the optimal distance for each dataset. Note that 
both st70 and eil70 are mentioned in both benchmarks 
(Jia, 2015; Odili & Mohmad Kahar, 2016). 

 

Table 1. Benchmark characteristic and optimal solution of 
each dataset 

Dataset Number of cities Optimal 
att48 48 33522 
st70 70 675 

Eil76 76 538 
pr152 152 73682 
gil262 262 2378 
rd400 400 15281 
pr1002 1002 259045 
d1291 1291 50801 
fnl4461 4461 182566 
brd14051 14051 469385 
berlin52 52 7542 
pr76 76 108159 
kroa100 100 21282 
eil101 101 629 
ch150 150 6528 
tsp225 225 3916 

 

The performance of the proposed algorithm is eval-
uated based on two criteria including average distance 
produced by each algorithm calculated as the average 
Euclidean distance through all cites starting from the 
start city to all cites and returning to the start city; and 
the best solution provided by the algorithm in all num-
ber of runs to indicate which algorithm surpasses the 
produced minimum tour distance. For comparison, all 
parameter settings are fixed for all algorithms as shown 
in Table 2 in accordance with a previous study (Odili 
& Mohmad Kahar, 2016).  

 

Table 2. Parameters of all algorithms 

ABO ACO ABC 
Hybrid 

BWO 

Population =40 Ants =D* Population= D* Popula-

tion=40 

@. A=1.0 B =0.5 Cij= rand (−1, 

1) 

�� � 1000 

%Dmax/%0max= 

0.6 

E =0.65 Fij= rand (0, 

1.5) 

01 � 0.6 

�01/�02=0.5 H =1.0 SN= NP/2 Limit 

max=50 

I. J =0.1 K � 200 Limit= L∗ SN 21 � 20 

N/A 40 � 0.9 Max cycle num-

ber =500 

9: � 0.44 

N/A N/A Colony =50 23 � 0.4 

Total number of runs =50 

 

Results of the first scenario experiments are shown 
in Table 3 where best performances are highlighted. 
For each dataset, the minimum distance (best) and 
mean distances of the algorithms for 50 runs were rec-
orded. 
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Table 3. First scenario results 

Problem Tour Length 
Algorithm 

ABO ACO ABC Hybrid BWO 

berlin52 
Best 7542 7548.99 9479.11 7542 

Mean 7616 7659.31 10,390.26 7609 

st70 
Best 676 696.05 1162.12 676 

Mean 678.33 709.16 1230.49 677.12 

eil76 
Best 538 554.46 877.28 538 

Mean 563.04 561.98 931.44 541.23 

pr76 
Best 108167 115,166.66 195,198.90 108171 

Mean 108,396 116,321.22 205,119.61 111,126 

kroa100 
Best 21311 22,455.89 49,519.51 21298 

Mean 22163.8 22,880.12 53,840.03 21832.91 

eil101 
Best 640 678.04 1237.31 634 

Mean 640 693.42 1315.95 638.73 

ch150 
Best 6532 6648.51 20,908.89 6531 

Mean 6601 6702.87 21,617.48 6923.13 

tsp225 
Best 3917 4112.35 16,998.41 3920 

Mean 3982 4176.08 17,955.12 3961.23 

Minimum tour distance has been obtained by the hy-
brid BWO algorithm in six datasets (75% of the da-
tasets) followed by the ABO algorithm which managed 
to secure the best minimum performance in two da-
tasets. This shows that the hybrid BWO algorithm can 
find better solution in the local region of the best solu-
tion by using VND. Results of the experiments in the 

second scenario are shown in Table 4. The perfor-
mance of the proposed hybrid BWO algorithm sur-
passes all algorithms in eight (8) datasets while in sec-
ond place is the ABO algorithm, which produces the 
best results in two datasets. This is again attributed to 
the use of VND in the BWO algorithm to solve the lo-
cal optima problem

 

Table 4. Second scenario results 

Problem Tour Length 
Algorithm 

ABO  PSO ACO HPSACO  Hybrid BWO 

att48 
Best 33524 33734 33649 33524  33523 

  Mean 33579 33982 33731 33667 33553 

st70 
Best 676 691.2 685.7 680.3 676 

Mean 678.33 702.6 694.7 698.6 677.12 

eil76 
Best 538 572.3 550.7 546.2 538 

Mean 563.04 589.1 560.4 558.1 541.23 

pr152 
Best 73730 75361 74689 74165 73722 

Mean 73990 75405 74936 74654 73934 

gil262 
Best 2378 2513 2463 2413 2378 

Mean 2386 2486 2495 2468 2379 
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rd400 
Best 15301 16964 16581 16067 15298 

Mean 15304 17024 16834 16513 15300 

pr1002 
Best 259132 278923 269758 267998 259740 

Mean 261608 279755 271043   269789 269796 

d1291 
Best   50839 53912 52942 52868 50811 

Mean 50839   54104 53249 52951 50823 

fnl4461 
Best 182745 199314 192964 191352 182712 

Mean 183174 199492 194015 192585 183123 

brd14051 
Best 469835 518631 505734 498471 469745 

Mean 479085 519305 511638 503594 478257 

   The proposed hybrid BWO algorithm can find better 
tour distance compared to other algorithms. The algo-
rithm iteratively looks for the local regions around the 
best solution found during the run. This is used as the 
indicator to reactivate the search process and update the 
algorithm with new populations. The purpose of intensi-
fying the search process is to force the algorithm to per-
form deep searching. Once it converges to a local opti-
mum, it jumps to other region in the search space,  

 
thereby increasing the probability to explore more re-
gions of the search space. Fig. 6 displays the final com-
parison is performed between both the proposed hybrid 
BWO algorithm and VND algorithm to show the benefit 
of the hybridization. Results show that the proposed al-
gorithm outperforms VND in all datasets. Note that the 
results of both algorithms have been normalized to pro-
duce better presentation 

 
Fig. 6. VND vs. hybrid BWO algorithm  
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5. Conclusions 

   This research aims to improve the performance of 
the BWO algorithm in terms of finding better tour which 
is the minimum tour distance. The proposed hybrid 
BWO algorithm has solved the problem by using two 
modifications and this can be considered as the contri-
bution of this study. First, the use of VND increases the 
probability to find more solutions with better tour dis-
tance and search deeply around the best regions that 
have the best solution so far. Secondly, an indicator is 
used to check the convergence of the results. This indi-
cator will reactivate the search process of the algorithm 
by updating its memory with new populations located in 
different regions of the search space. The results of the 
experiments showed that the proposed hybrid BWO al-
gorithm has obtained the minimum tour distances com-
pared to ACO, ABO, ABC, PSO, and HPSACO algo-
rithms. Both modifications have enhanced the BWO al-
gorithm by improving the exploration and exploitation 
performances during the algorithm run. Despite the su-
perior performance obtained by the BWO algorithm 
with the two modifications, there are two limitations that 
can be used as a guide for researchers who are interested 
in this BWO algorithm. The first one is the time-con-
suming process as a result of using VND, and the second 
is the number of parameters used in the BWO algorithm. 
The proposed limit parameter requires more attention in 
terms of optimization using adaptive and self-adaptive 
strategies to find the best value. Future research can also 
be focused on the application of the hybrid BWO algo-
rithm in several optimization problems, such as vehicle 
routing, clustering, and classification with other neigh-
borhood search algorithms. 
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Abstract 

Bus travel time analysis is significant to provide useful information to the users for proper journey planning. This 
study investigated the bus travel time in Klang Valley, Malaysia, which includes the centered city Kuala Lumpur and 
the state of Selangor. Two bus routes T786 and 851 which cover suburban and urban region have been studied. The 
data is collected day-to-day. For each link, it is filtered according to morning peak and evening peak, and the travel 
time is found dual modes, which is well accommodated by the mixture of Burr distribution. The analysis results show 
that the two-component finite mixture of Burr distribution is viable solution to explain the link travel time. The aim 
is two-fold. First, the bus travel time data is fitted by the mixture of Burr distribution, subsequently the computation 
of reliability metrics is carried out. A skew-width method with median based buffer index is considered to measure 
the reliability. The buffer index of 851 which covers urban region is found relatively high compared to T786. The 
links which connected by the signalized intersections and junctions tend to show low reliability. For suburban route 
of T786, the low reliability may be due to the last station. It is found that an additional of 5 minutes waiting time is 
necessary. 

Keywords: Burr, bus operator, mixture distribution, reliability, travel time 

 

1. Introduction 
Bus travel time is always a major concern for road 
users to plan ahead their travel journey. The travel 
time estimation is usually done intuitively without 
a proper study or an investigation, most of the us-
ers understand the bus arrival time based on expe-
rience. Although the travel time is easily known 
with real-time operating system nowadays, how-
ever, the understanding of the travel time pattern 
from the historical data is significant, as reliable 
analysis can be a good indicator for road users to 
gain better understanding on the traffic condition 
spatially and temporally, especially for the first-
time users. 
This paper focused on the study for bus travel time 
in Klang Valley region, which aims to provide a 
comprehensive analysis on travel time of two bus 
routes covering Central Business District (CBD) 
and suburban region. The data is collected day-to-
day, from June to December in 2014 and it con-
tains a total of ten bus routes in Klang Valley. For 

this paper, we examine the travel time of two par-
ticular bus routes of T786 and 851 temporally and 
spatially. T786 mainly covers residential and in-
stitution, while 851 passes through mostly gov-
ernmental offices and commercial district. For 
each day, the travel time is filtered according to 
the peak hour; where the morning peak is defined 
by 7am-10am and the evening peak is defined by 
5pm-8pm. For both routes, the travel time pattern 
of all links is analyzed and it is observed that some 
links presents dual modes. 
Travel time exists in continuous domain. The 
spread of the data which contribute to pattern con-
struction can be measured by distributional func-
tion. The travel time patterns habitually exhibit 
heavily right-skewed. However, dual peak is ei-
ther common observed in the pattern because of 
the daily peak periods. It is of the interest to study 
the travel time patterns by fitting to some distri-
bution function. It is aimed that more insight is 
gained upon the fitting, i.e. the skewness can be 
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measured to determine the reliability. An implica-
tion is given based upon the analysis results of the 
reliability. It is found that the reliability of the bus 
route which covers urban region is relatively high 
compared to the bus route which covers suburban 
region. For some links, the waiting time at the par-
ticular bus stop could be up to 5 minutes. This 
study considers fitting the travel time data with a 
2-component finite mixture of Burr distribution 
(MBD), and the favorable results have been ob-
tained. It is believed that none of the relevant 
study found in using MBD fitting. This study sug-
gests a plausible solution in bus travel time mod-
elling. 
Fitting bus travel time data with probability func-
tion is feasible for pattern diagnosis. The variabil-
ity of the travel time gives uncertainty to the road 
users that they may not know the exact bus arrival 
time. Therefore, one can understand the travel 
time better with the distributional function. Prob-
abilistic models provide plausible solution to 
measure the reliability. This could at least give 
certain confidence level to the road user to expect 
the arrival time. Over the past decades, many of 
the existing study focused on continuous distribu-
tions such as lognormal, gamma, Weibull, expo-
nential and loglogistic to describe the travel time 
distribution ((Polus, 1979), (Xue et al., 2011), 
(Mazloumi et al., 2010), (Kieu et al., 2015))). 
Some applied normal distribution based on large 
sample size, which is the most common distribu-
tion has been used in the modelling, simply be-
cause of the elegant properties and readily appli-
cable results. Such application may not be appro-
priate in terms of accuracy, neither suitable for the 
interpretation, as the data may not be certainly 
normally distributed. Burr XII distribution is an 
appropriate model to explain highly right skewed 
data because of its flexibility. (Susilawati et al., 
2013) studied travel time variability on urban 
roads with Burr XII distribution. The approach is 
nonetheless appropriate for description because 
dual peaks are commonly seen in most of the 
cases of daily travel time. For instance, it is ex-
pected that the peaks are usually shown in the 
morning and in the evening during weekdays. For 
such bimodality, mixture model often takes good 
care of such phenomena and its interpretation. 
Here, we aim to discuss the fitting of day-to-day 
travel time data with the MBD distribution. The 
analysis shows promising results to outperform all 

unimodal distributions, and for some links it is 
competency with Gaussian Mixture Models 
(GMM).  
It has been common to apply standard deviation 
to measure the reliability. In transportation mod-
elling and reliability, standard deviation is used to 
measure the variation from the estimated mean 
travel time. Larger standard deviation simply 
means that the variation is higher, and hence the 
travel time reliability is low. Such approach is 
simple and direct, however it is not a good option 
for the skewed data, which is very likely happened 
in travel time data. The reliability metrics which 
uses skew and width based on percentile is con-
sidered instead to provide better interpretation 
(Van Lint et al., 2005), as the measure is based on 
median which is not sensitive to outliers. The per-
centile with probabilistic models based is calcu-
lated to measure the reliability, and it works well 
also for the data presenting skewness. 
The objectives of this paper are to fit the travel 
time with MBD, and the analysis of the reliability 
is subsequently carried out. The secondary day-to-
day data is provided by Rapid KL (a public trans-
portation own by Prasarana), and the data is fil-
tered for the peak in the morning 7am to 10am and 
the peak in the evening 5pm to 8pm. The result 
indicated that dual modes is presented in the travel 
time for both routes. For reliability analysis, it is 
expected that the route which covers urban shows 
relatively low reliability. See the analysis results 
in later section. The organization of the paper is as 
follows. Section 2 briefs some existing study in 
travel time modelling. Most of them emphasizes 
the fitting of unimodal distributions and GMM, 
none of them considered mixture of Burr distribu-
tion. Data resources and methodology are dis-
cussed in Section 3. Two routes are chosen here; 
one covers downtown KL which passing by the 
Central Business District (CBD), and another 
route covers suburban regions dominant by the 
residential areas and educational institutions. The 
details of all links and google map are provided 
along for better visualization. An explanation of 
the data collection is given. Section 4 reported sig-
nificant findings. It is observed that the MBD out-
performed all unimodal distributions, and it is 
competitive with GMM. Higher reliability is ob-
served in the suburban bus route and implication 
is provided based on the analysis. Section 5 con-
cludes. 
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2. Literature review 
In developing country, travel time modelling is 
particular of the interest in transportation study as 
it plays an important role for a proper city trans-
portation planning. Some modelling study is 
found in private transportation travel time model-
ling in various environments such as arterial roads, 
expressway and urban road network (Yu et al., 
2020; Chalumuri et al., 2014; Shi et al., 2017) 
were conducted. This paper suggests a viable so-
lution to explain the travel time modelling in pub-
lic mode bus operators with mixture distribution. 
For public transportation, the study of travel time 
modelling especially in bus operation is necessary. 
Reliable estimation on bus travel time is not only 
to secure the confidence of bus passengers, it also 
beneficial to the bus-service company as it serves 
as an indicator for route condition. With the anal-
ysis results, the arrival time can be clearly tabu-
lated at every bus stop station. The passengers can 
roughly understand the average travel time from 
station to station. Therefore, travel time efficiency 
can be improved if a proper travel time estimation 
and reliability analysis are carried out. 
Time series methods have been widely used in es-
timating the travel time, as the travel time exist in 
time context, one can find many studies focus on 
using seasonal and trend patterns for description. 
Autoregressive integrated moving average 
(ARIMA) and Seasonal ARIMA are considered to 
address such problems. Comi et al. (2017) and 
Comi et al. (2020) applied time series approach in 
analyzing the travel time in Ukraine and Rome re-
spectively. Despite of the analysis results provide 
promising prediction which could be offered to 
the authority for service enhancement, the ap-
proach is however a matured approach in past few 
decades, and the normality assumption is also a 
hurdle in the modelling as for such assumption is 
not always fulfilled by the real situation. Other ap-
proaches emerged in conjunction with time series, 
such as Kalman filtering and Machine Learning 
models of Artificial Neural Network (ANN). Fan 
and Gurmu (2015) compared the performance 
among historical average, Kalman filter and ANN. 
The results show that the ANN outperformed the 
counterparts. A mathematical-based model is de-
veloped by Wong (2009) to estimate regional bus 
travel time with ANN. Yuan et al. (2020) designed 
a mechanism of Recurrent Neural Network (RNN) 
to capture the dynamic temporal behavior and a 

Deep Neural Network (DNN) is used for travel 
time prediction. Noor et al. (2020) applied Sup-
port Vector Regression (SVR) to analyze the im-
pact of explanatory variables on travel time of Ur-
ban City Bus data in Petaling Jaya, a main busi-
ness district in Selangor. Result shows the weather 
has the least influence for travel time. Yu et al. 
(2017) applied survival models and regression 
analysis to predict the travel time of campus bus 
service. Such method resulted in good prediction 
on the travel time associated with uncertainties. 
Other relevant studies in travel time modelling in-
volved simulation study to examine and to im-
prove the bus service reliability, see Moosavi et al. 
(2020). Liyanage et al. (2020) suggested on-de-
mand bus service rather than scheduled bus ser-
vices, and the analysis results show superior ben-
efits of the on-demand bus service. Both piece of 
works contributed significantly in sustainability 
practice. 
Travel time exists in an uncertainty context. It is 
much appropriate to capture the travel time pat-
tern by stochastic models. There have been many 
investigations in travel time modelling and relia-
bility with probability density function in past 
three decades. The earlier research was carried out 
by Taylor (1982) who discussed the section travel 
times with normal distribution. Since then, the ap-
plication of unimodal distributions such as normal, 
log-normal, log-logistic and Weibull has been 
commonly applied for travel time reliability. See 
Mazloumi et al. (2010), Ma et al. (2016), Shariat 
et al. (2019) and Büchel et al. (2020). Taylor and 
Susilawati (2012) shows that the bus travel time 
reliability is appropriately fitted by Burr distribu-
tion, and the travel time on urban roads often pre-
senting dual modes (Susilawati et al., 2013). A re-
cent study by Low et al. (2021) analyzed the bus 
travel time in Klang Valley region with Burr dis-
tribution. The result favored to the Burr distribu-
tion makes this study possible, where we may 
consider to explain the dual modes scenario of the 
travel time in Klang Valley region with a mixture 
of Burr distribution. The usage of applying uni-
modal distribution to capture travel time has been 
quite established. Highly right-skewed distribu-
tion could be easily explained by the heavy right-
skewed distribution such as Weibull and its limit-
ing distribution of Burr distribution. However, 
one of the important characteristics of the travel 
time which often presenting dual modes is usually 
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neglected in the literature. Although the mixture 
of Gaussian models has been considered to deal 
with dual modes, but for both peaks to appear nor-
mal is subsequently a further argument. This 
study aims to fill up the gap of the study. A mix-
ture of Burr distributions is introduced to handle 
the dual mode in travel time, which we found it 
appears in the day-to-day data, for both routes 851 
and T786. 
Mixture distribution is well-known to cater multi-
modality data in statistical study. In transportation 
modelling, it emerged as an important analysis 
tool for travel time modelling. Sun et al. (2018) 
classified the traffic flow in real-time with Gauss-
ian mixture models (GMM) for better traffic op-
eration and management. (Guo et al., 2019) ana-
lyzed the travel time collected from radio fre-
quency identification technique (RFID) in urban 
road networks with GMM. Comparison has been 
done with the unimodal distributions and the re-
sults show that GMM defeats the counterparts. 
Similar study has been carried out by Ma et al. 
(2016) but focus on modelling the travel time var-
iability for bus operations. Yang and Wu (2016) 
considered mixture models for fitting freeway 
travel time data. Three mixture models which 
have been discussed in the paper, i.e. mixture 
Gaussian, mixture gamma and mixture lognormal. 
The results show all mixture models are compe-
tence. Similar study has been found by Guessous 
et al. (2014). The mixture of two gamma and two 
normal distributions were considered to estimate 
the travel time distribution under different traffic 
conditions. To the best of our knowledge, the ap-
plication of mixture distributions in transportation 
field is limited, especially in bus operating system. 
We aim to propose a mixture model, with 2-com-
ponent of finite mixture of Burr distribution to fit 
the travel time data. The period of the data is 6 
months long, and it is collected via Global Posi-
tioning System (GPS) within Klang Valley region. 
The analysis results show that mixture of Burr dis-
tribution is competent to the existing GMM, and 
it could be considered as a viable solution in fur-
ther analysis. 

3. Data resources and methodology 
3.1 Data resources 
The travel time data within Klang Valley is inves-
tigated in this study. Klang Valley is located in the 
centre of Malaysia. It comprises a Federal Terri-
tory of Kuala Lumpur and six districts in Selangor, 

i.e. Petaling, Klang, Gombak, Hulu Langat, Se-
pang and Kuala Langat. The secondary data is 
provided by Rapid KL, a public transportation 
system built by Prasarana Malaysia. We focus on 
the Rapid KL bus data. Two bus routes are con-
sidered in this paper, namely 851 (old route num-
ber B115) and T786 (old route number T786). Bus 
route 851 focuses on the service in Central Busi-
ness District (CBD), while T786 covers the sub-
urban area. RapidKL buses services covers 6 key 
areas of the Klang Valley. Route 851 is part of 
Damansara area coverage while T786 is operated 
under Lebuhraya Persekutuan area. For both bus 
routes, the AVL system provides the details such 
as bus stop ID, street name, route ID, stop ID, stop 
name and the distance between the bus stops. 
Some information such as stop ID, stop name and 
distance are given in Table 1. 
Figure 1 shows the Google map of the bus routes. 
The total length for bus route 851 is 18.263km and 
for T786 is 10.277km. Both routes are considered 
intermediate and short length respectively, and 
they covered different area in Klang Valley. For 
bus route 851, it focuses on the service in Central 
Business District (CBD), while T786 covers the 
suburban area. RapidKL buses services covers 6 
key areas of the Klang Valley. Route 851 is part of 
Damansara area coverage while T786 is operated 
under Lebuhraya Persekutuan area. The charac-
teristics of the bus routes are given in Table 2. 
Both routes cover different area of Klang Valley. 
For 851, the route focus on Kuala Lumpur (KL) 
downtown area, which includes the central busi-
ness district (CBD), such as Masjid Jamek and 
Pudu. In contrast, T786 operates in Petaling Jaya 
region, one of the main districts in Selangor. Com-
parable to 851, it covers suburban, which is dom-
inated by the residential area and the institutions.  
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Table 1. Route and Stop ID. 

 
 
 

Table 2. Characteristics of the bus routes. 

 
 
The data is secondary, and it is filtered in the con-
sideration of temporal and spatial aspects. It is a 

6-month data set, from June to December 2014 
and it was day-to-day collected by Global Posi-
tioning System (GPS) from 6:00AM to 12:00AM. 
For this study, the daily data is filtered for the peak 
in the morning (from 7:00AM to 10:00AM) and 
in the evening (from 5:00PM to 8:00PM). For 
both routes, we study the travel time in the tem-
poral and spatial scale. The travel time for each 
link is in aggregated attributes for every 10 
minutes. As an exemplification for aggregated 
time, the travel time captured by the GPS for bus-
ses travelling along the respected link from 
7.00am to 7.10am will be accumulated. It is a sub-
sequent accumulation for a duration of 10 minutes. 
This study combines the aggregated time for both 
the morning and evening peak hour periods for 
each link. For instance, given bus route 851, a link 
simply means that from the Stop ID 1004342 to 
the Stop ID 1002080, and the link length is 
0.596km. We will investigate the travel time for 
every link of both routes and identify the links that 
show bimodality during this period. It is observed 
that dual modes appear in the travel time is ob-
served.
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(a) 

 
(b) 
Fig. 1. Google map of bus routes (a) 851 and (b) 
T786. 
 

3.2 Methodology 
3.2.1 Mixture of Burr distribution 
Mixture distribution has an established history in 
statistical field. It is also known as compound dis-
tribution. It has been defined to cater multimodal-
ity data. This study considers a mixture of Burr 
distribution to explain the travel time data. The 
proposal of using mixture of Burr distribution to 
fit the travel time data is the core contribution in 
this paper. See recent study for mixture of Burr 
distribution by (Aslam et al., 2018). To the best of 
our knowledge, fitting the travel time with mix-
ture of Burr distribution is novel in transportation 
modelling. We aim to fit the dual peaks travel time 
with the mixture of Burr distribution.  
PA m-finite mixture of a distribution is defined by 
the density with  is the parameter 

,(�) � Q IR0(�|P)
"

RST
, 

Where: 
  IR < 0 ; 6 � 1, . . . , 3, ∑ IR � 1"RST . 
This study considers a 2-component mixture of 
Burr distribution, where m = 2. The pdf is given 
as follows. 
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Where � < 0, and VT, V], JT, J] are all positive.  
The corresponding cumulative distribution func-
tion is given by 
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The mixture of Burr distribution is carried out via 
Jupyter Notebook that supports Python program-
ming language. A few modules like lmfit and 
numpy packages were used. It is a semi super-
vised learning approach. Maximum likelihood es-
timation is used to estimate the parameters. The 
Burr mixture model is then compared to other dis-
tributions such as GMM, including some uni-
modal distributions, which will be elaborated in 
next subsection. It is observed that the mixture of 
Burr caters well for the travel time of some links. 
 
 
3.2.2 Evaluation approach 
(A) Distribution fitting 
Most of the existing reviews emphasizes the fit-
ting of unimodal distributions. This is because the 
travel time usually performs highly skewed distri-
bution. However, dual mode is possible presented 
in travel time, especially when the daily peak-
hour framework is considered, as shown by Fig-
ure 2. For comparison purpose, we fitted the data 
with lognormal, Weibull, gamma, normal and 
GMM. Table 3 tabulates the probability distribu-
tion functions and the parameters for readers’ ref-
erence. 
Table 3. Probability density function and the pa-
rameters. 
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(B) Performance Evaluation 
Model selection is always significant to evaluate 
the performance. Akaike Information Criteria 
(AIC) is applied here to justify the model viability. 

The formula of AIC is 2ν - 2 ln L where ν is the 

number of parameters of the distribution and ln L 
is the estimated log-likelihood function. 

 
3.3 Reliability 
Standard deviation is usually carried out in trans-
portation engineering field to measure the relia-
bility. However, it is suitable for the data which is 
normally presentable. It is suggested to use other 
measurements such as range and interquartile for 
the data presents skewness. This paper applied 
skew-width methods by Van Lint et al. (2005) to 
measure the reliability. For such metrics it is con-
sidering to interpret the skewness by cumulative 
distribution function. The median-based Buffer 
Index (BI) represents an additional buffer time re-
quired in addition to the median of the travel time. 
For instance, considering a 95% confidence inter-
val, with a median of 300 seconds and BI value of 
0.6, an additional of 180 seconds are needed for 
travelers to arrive on-time. The BI is defined as: 

gh$ � (ij a (j)(j)  

The skewness of the travel time is a ratio. The nu-
merator subtracts the median from the 90th per-
centile, and the denominator subtract 10th percen-
tile from the median. This ratio covers the range 
of 40% observations above the median, and thus 
it captures the tail and the skewness of the data 
Taylor et al. (2012). Similarly, the width of the 
travel time is also defined as the ratio, where the 
numerator takes the subtraction of the 10th per-
centile from the 90th percentile, and the denomi-
nator simple be the 50th percentile of the travel 
time. The equation of the skewness and the width 
travel time metrics are provided as follows. 

kl\mn � opqZorq
orqZo[q        

(1) 

ks#t � opqZo[q
orq         (2) 

 
4. Results and discussion 

4.1 Distributional fitting 
The link travel time is fitted by the (1) mixture of 
Burr distributions. Some existing distributions 
have been fitted with the data for comparison pur-
pose. The distributions considered here are the 
well-know (2) Gaussian Mixture Model (GMM), 
the unimodal (3) Burr, (4) lognormal, (5) Weibull, 
(6) gamma and (7) normal distributions. We run 
the fittings for all links of both routes, but some 
results have been presented here due to the sake 
of brevity. 
We reported the findings from the data fitting. 
First, it is found that the pattern of all links is out-
performed by the mixture models, compared to 
the unimodal distributions. In addition to that, it is 
further justified by AIC that the mixture of Burr 
distribution obtained slightly lower than the 
GMM for certain links. The analysis shows that 
the hypothesis of performing mixture of Burr dis-
tributions in explaining the link travel time is 
plausible, as the lower AIC indicates a better fit 
for the model. We first discuss the route 851. The 
results show that for some links where the mixture 
of Burr distribution performed slightly better than 
GMM. For instances, the link 1000488 and 
1001071 gives lower AIC values, which the AIC 
indicator suggests that the mixture of Burr is more 
presentable. The bimodality of the links presented 
is predicted due to the route characteristics which 
operates around several tourist attractions spots 
such as Merdeka Square, Tugu Negara and the 
Sultan Abdul Samad Building. These national 
monumental are located along the busy street of 
this bus link. For some links, the mixture of Burr 
distribution is observed to be competent with the 
GMM. For instance, for the link 1004342, the AIC 
values of MBD and GMM are 32.11 and 31.20 re-
spectively. This is the starting point of the bus 
route situated at a busy area with LRT facilities 
and surrounded by the 4 signalized intersection 
street. The bus operating along this 0.6 kilometre 
link travels approaching Bus id 1002080. As for 
link 1002080, it has exhibited an evidence of bi-
modality because of its shorter length and the in-
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fluence that the bus stop is located within a com-
mercial area such as the mini market Mydin. Susi-
lawati (2013) and Ma et al. (2016) states that bi-
modality usually present in shorter links of the 
routes. Result has proven that the travel time are 
not fitted by unimodal Burr distribution with fi-
nite parameters, and this concluded that the mix-
ture models has captured a better result. It is en-
lightened to observe that for both links 1001183 
and 1000597, GMM fails to carry out the distri-
butional fitting due to the parameter constraint. 
Link 1000597 is the longest link in route T786, 
measuring 4.4 kilometres. This part of the route 
lies at the Board of Examination, Ministry of ed-
ucation and is interconnected with busy roads in 
Hartamas. Together with that is a mosque and an 
institute situated nearby. Burr Mixture model 
ranks as the best model to fit the data of link 
1000597. Furthermore, it has also the advantage 
to cater the travel time for both short and long 
links. Results has also shown that Burr Mixture 
model fits nicely to the travel time data for Route 
T786. 
Route T786 is a shorter route compared to 851 
which consists of links passing through educa-
tional institutes and residential areas, which the 
coverage is in suburban region. From the analysis 
it provides strong justification that the mixture of 
Burr distribution is a plausible model in the travel 
time analysis. MBD performs well to explain the 
pattern of both routes spatially (urban and subur-
ban) and temporally (peak hours). See Table 4 for 
the performance evaluation and parameter estima-
tion of the distributions. Also, the travel time of 
three links, i.e. 1002080, 1002142 and 1001509 
has been presented together with MBD. Figure 2 
shows that the MBD fits nicely to the travel time 
data. Our analysis provides strong justification 
that the mixture of Burr distribution is a plausible 
model in the travel time analysis. 

 
(a) 

 
(b) 

 
(c) 
Fig. 2. MBD fittings for links (a) 1002080, (b) 
1002142, and (c) 1001509. 
 
Table 4. Performance evaluation and parameter 
estimation. 
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4.2 Interpretation and reliability metrics 
Equation (1) and (2) are calculated based on per-
centile values for the travel time distribution. 
Equation (1) with more than one indicates that us-
ers has greater delay with respect to the travel time 
median. In general, as Equation (1) increases, it is 
more likely for a user to experience high travel 
time compared to the median. Equation (2) indi-
cates the spread of travel time distribution. The 
larger the value, the higher the difference between 
two extreme values compared to the median. 
Large values of both parameters give an indica-
tion of low reliability, which means the uncer-
tainty of the travel time is increased. 

It is reported that the link 1001509 of route T786 
and the link 1001071 of route 851 have poor reli-
ability. The buffer time is 4.74 and 3.45 respec-
tively, indicating that more additional travel time 
is required relatively to median. For instance, the 
travel time median for link 1001509 is about 1.23 
minutes. The buffer time of 4.74 simply means 
that 4.74 times more than 1.23 minutes, which 
equivalently an additional of 5.83 minutes is 
needed for a traveler to travel the link. The analy-
sis can be served as an indicator, which is very 
useful to the users to understand better the travel 
time and its reliability for each route link. It is be-
lieved that one of the contributing factors for link 
1001509 could be the interconnectivity of this 
link to busy roads in Hartamas. Besides that, link 
1001509 is the last station of route 851. The result 
could be caused by the congestions at the station. 
As for link 1001071, it is observed that the 1.205 
km section is in between a stretch of two junctions. 
The bottleneck junction along this link which con-
nects a street from where Asia School of Busi-
ness-Residence could affect the flow of the traffic. 
Besides that, with the governmental offices (Pub-
lic Works, Bahagian Perundingan Pengurusan 
Aset, JKR Malaysia) around might give rise to the 
low travel time reliability during peak hours. On 
the contrary, link 1002080 from route 851 and link 
1002142 from route T786 had revealed the best 
travel time reliability among the links. This is in 
consideration of the fact that link 1002080 oper-
ates along a short stretch of a main road, travelling 
on a straight 0.3 km road with only 1 signalized 
intersection. To add on, there was no any disrup-
tions flow caused by junctions or bottlenecks. The 
same condition had been observed for link 
1002142. The link travels along a 0.1 km road 
with no signalized intersection in between. It is 
evident that these could be the factors that con-
tribute to the high travel time reliability for these 
two links. 
The reliability analysis has been analyzed for all 
links for both routes. Table 5 tabulates parts of re-
sults due to sake of brevity. The finding implies 
that for the links which connected by signalized 
intersections and junctions may get lower reliabil-
ity. Therefore, it is reasonable to give tolerance of 
the travel time according to the buffer index for 
each respective links, i.e. an additional of 2 
minutes bus arrival time is expected at the link 
1004342. 
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Table 5. Performance evaluation and parameter 
estimation. 

 
 

5. Concluding remark 
Since the quick and massive developments over 
the past few decades, road congestion has been a 
major issue in Klang Valley, especially the areas 
that located in the center, such as KL downtown 
and its connectivity of Petaling Jaya. The issue 
remains unsolved and the road traffic condition 
is getting deteriorated with improper traffic de-
sign as time goes by. Delay in bus travel time 
may cause inconvenience to the passengers, for 
the bus service company, losses is expected if 
passenger reduction happened due to the uncer-
tainty of the travel time. Proper time manage-
ment can be well done with a feasible solution 
on a reliable travel time estimation. This paper 
provided an insight for the travel time pattern of 
bus routes T786 and 851, which covers suburban 
and urban region respectively. The investigation 
started with the diagnostic of the travel time pat-
tern, by using a mixture of Burr distribution. The 
mixture of Burr captured the travel time in tem-
poral-spatial aspects. The MBD well performs to 
estimate the dual modes travel time for the links 
of both routes, with different route characteristics 
is taken into the consideration. Results showed 
that the travel time of some links is well fitted by 
the distribution, and it is competitive with the ex-
isting GMM. Certainly, the unimodal distribu-
tions (Burr, Lognormal, Weibull, Gamma and 
Normal) provide poor fitting when the data pre-
sents dual mode. Subsequently, we study the 
travel time variability with skew-width approach. 
Results indicated that low reliability is observed 
in the urban route. This may be affected by the 
attraction spots, the number of intersections and 
the length of the links. For bus route in suburban 
region, it is expected that a delay of 5 minutes is 

possible in the last station. The findings of this 
paper serve an important information for the us-
ers and the bus service company. Also, the infor-
mation is a factor in order to carry out a relevant 
study of benefit-cost analysis in the near future. 
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Abstract 

Stack Overflow (SO) is one of the largest discussion platforms for programmers to communicate their 
ideas and thoughts related to various topics like software development and data analysis. Many program-
mers are actively contributing to this platform and discuss about Python programming language. To better 
study the topics related to Python questions posted on the platform, a text analytics approach incorporating 
text preprocessing steps and Latent Dirichlet Allocation (LDA) topic modelling algorithm is proposed. The 
two main objectives of this study are: to discover and compare the topics of the questions about Python 
programming language posted on SO from 2008 to 2016, and to analyze questions about Python program-
ming language with high votes posted on SO from 2008 to 2016 using topic modelling technique with a 
suitable number of topics. From the study, we find that the topics of the Python questions posted on Stack 
Overflow have gradually shifted towards those related to data modelling and analysis from 2008 to 2016. 
Furthermore, the study also shows that a suitable number of topics using the topic modelling technique 
yield a high coherence score concerning the topic model in use, which is important to extract more mean-
ingful topics from the collection of Python questions. 

Keywords: Stack Overflow, text processing, text analytics, topic modelling.

 

1. Introduction 

Stack Overflow (SO) is one of the largest open-
source software platforms for programmers to 
ask and discuss programming questions. This 
platform includes voting, badging and user repu-
tation systems to ensure that the questions and an-
swers posted on the platform are meaningful or 
relevant to its users. Therefore, SO ecosystem en-
courages many programmers to not only help 
each other solve their programming questions 
voluntarily, but also to showcase their ability in 
programming problem solving and seeking a bet-
ter job (Xu et al., 2020). Nevertheless, with its 
rise in popularity, issues such as duplication of 
questions (Wang et al., 2020) and the quality of 
the answers in response to the questions on the 
platform (Meldrum et al., 2020) greatly affect the 
browsing experience by programmers when 
searching for answers through this platform. 

Many programming questions have been 
posted on SO since its official launch in 2008.  

 

 

 

These include questions related to different 
programming languages such as C language, Py-
thon, Java, and R, to name a few. Specifically, Py-
thon and R are the two programming languages 
most highly associated with the questions related 
to data analysis posted on the platform. This is 
reasonable because there are many existing li-
braries and packages useful for data analysis in 
both Python and R. This kind of information, 
which can be extracted using text analytics ap-
proaches, can serve for various usages. For exam-
ple, it can be used by the programming language 
development team to identify the aspects of the 
language that are most relevant to these topics so 
that they can work on improving the language in 
terms of syntax, features, and even documenta-
tions. Besides, it can also be used as a guideline 
for the programming language course team to 
identify the important topics to be covered in the 
content of their courses to meet the requirements 
of the learners. 

Several recent studies have been conducted to 
analyze the questions and answers (Q&A) about 
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computer programming and software develop-
ment posted on SO. These include several works 
performed to extract and classify the topics of 
discussion on SO related to mobile application 
development for different platforms, such as An-
droid, iOS, and Window Phones (Ahmad et al., 
2019; Beyer et al., 2020; Fontão, et al., 2018). In 
these studies, the analyses are performed without 
splitting those discussions according to years to 
discover the trend or to compare the change of the 
topics discussed over several years. Furthermore, 
it is also important to identify the important top-
ics from the questions of a selected programming 
language on the platform that are most relevant to 
the users. In this context, a relevant question 
means any question posted on SO that receives 
many votes from users who find it helpful for 
them through the voting system implemented on 
this platform. 

In this study, a text analytics approach involv-
ing text preprocessing steps and topic modelling 
algorithm will be used to analyze the questions 
related to Python programming language posted 
on SO. The two main objectives of this study are 
listed below: 

 To discover and analyze the topics of the 
questions about Python programming language 
posted on SO from 2008 to 2016 to identify and 
compare the topics being discussed in each year.  

 To analyze questions about Python program-
ming language with high votes posted on SO 
from 2008 to 2016 using topic modelling tech-
nique with a suitable number of topics. 

This paper is structured as follows: Section 2 
discusses the related works, including the appli-
cation of topic modelling algorithms on SO and 
other forums. Section 3 describes the proposed 
solution to address the two main objectives of this 
study, including the dataset description and pre-
processing steps, the text preprocessing steps, 
and the topic modelling approach. Then, Section 
4 presents the analysis of findings from the pro-
posed solution. Finally, Section 5 discusses the 
work done and some limitations of this study and 
Section 6 summarizes the key points discussed 
throughout this paper. 

2. Related Works 

As a large open-source software platform, the 
Q&A posted on SO contains a fruitful source of 
information that can be studied and analyzed to 
understand the topics being discussed by pro-
grammers from time to time. Text preprocessing 
techniques and topic modelling algorithm such as 

Latent Dirichlet Allocation (LDA) is used in sev-
eral recent works to study the textual data ex-
tracted from the Q&A available on SO for various 
purposes. For example, LDA algorithm is utilized 
by researchers to extract the topics of the ques-
tions related to various programming languages 
for further analysis. The study by Ali and Lin-
stead (2020) focuses on several programming 
languages such as Python, JavaScript, C++, and 
R to word cloud discover the topics related to 
these programming languages that have been ex-
hausted for 10 years. Topic exhaustion is a term 
describing the occurrence where the number of 
questions related to a topic posted on SO de-
creases and it takes a longer waiting time to ob-
tain an answer for those questions over the years. 
The study by Chakraborty et al. (2021) is con-
ducted to identify difficult topics for questions re-
lated to new programming languages such as Go, 
Swift and Rust posted on SO. It is found that top-
ics related to “data” and “data structure” are dif-
ficult topics regardless of programming lan-
guages. Another study is conducted using the 
LDA algorithm by Marçal et al. (2020) to identify 
skill gaps between college and workspace by an-
alyzing topics of the questions related to Com-
puter Science posted on SO. 

Topic modelling techniques are also used by re-
searchers to analyze the topics of discussions on 
different Q&A websites. Stack Exchange, being 
a network of multiple online Q&A websites in a 
vast variety of fields (including SO – the main 
Q&A website under Stack Exchange dedicated 
for programmers), is often the choice of many re-
searchers to analyze the trends of popular topics 
being discussed among communities in different 
fields. For example, the threads from Data Sci-
ence Stack Exchange (and Reddit) are analyzed 
using the LDA algorithm by Karbasian and Johri 
(2020) to identify not only the important Data 
Science topics and useful examples relevant for 
teaching Data Science courses, but also various 
topics related to professional developments. On 
the other hand, the LDA algorithm is used by 
Tamla et al. (2019) to identify the thoughts and 
needs of serious games (SG) developers from 
their discussions on GameDev Stack Exchange. 

On top of that, the LDA algorithm is also com-
monly used for topic extraction of different fields 
in several other online forums and social media 
networks. A combination of Twitter and Reddit 
datasets are used by Curiskis et al. (2020) to ex-
tract the topics being discussed by users in online 
social networks (OSNs) using the LDA topic 
modelling algorithm. Besides, the LDA topic 
modelling algorithm is used to analyze the con-
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tent specific to eating disorder on Reddit (Moess-
ner et al., 2018) and to extract patient knowledge 
through their narratives on a patient forum (Dirk-
son, et al., 2019), respectively. Another applica-
tion of the LDA topic modelling algorithm is pre-
sented by Jaworska and Nanda (2018) to examine 
the change of topics over time in the large corpus 
of corporate social responsibility (CSR) reports 
from the oil sector. The analysis shows that the 
popular topics of the CSR reports have shifted 
from the topics related to “climate change” to 
those related to “human rights”. 

 

The works done by researchers using the topic 
modelling approaches have opened the door for 
countless possibilities for future studies to ana-
lyze texts from different Q&A websites and fo-
rums. In this study, the LDA topic modelling al-
gorithm is used to analyze Python questions 
posted on SO in two ways: first, to identify and 
compare the topics discussed by programmers on 
the platform for different years; and second, to 
extract the topics of the Python questions with 
high votes on the platform. 

3. Proposed Solution 

To achieve the two objectives in this study, we 
propose a text analytics solution that utilizes text 
processing techniques and the LDA topic model-
ling algorithm to study and identify the topics of 
the Python questions posted on SO from 2008 to 
2016. 

 

 

 

Fig. 1. Overall framework of the proposed solution. 

There are two different experiment sets de-
signed to analyze these Python questions. In the 
first experiment set, the selected Python ques-
tions are split into different groups according to 
the creation year of these questions on the plat-
form. Then, the topic models are built for the re-
spective group of questions to extract the topics 
of Python questions created in each year. Finally, 
a comparison is made between topics extracted 
from different groups of Python questions to in-
vestigate any changes in topics of Python ques-
tions posted on SO from 2008 to 2016. In the sec-
ond experiment set, the set of Python questions 
receiving at least 4 votes from SO users from 
2008 to 2016 are studied to identify the relevant 
topics of Python questions among SO users. In 
this experiment set, different numbers of topics, 
k, are tested to identify the optimal k to build a 
topic model, which covers different topics of the 
Python questions receiving high votes on the plat-
form. 

This study is conducted using the Python pro-
gramming language. Fig. 1 shows the overall 
framework of the proposed solution. The descrip-
tion and preprocessing steps of the dataset used, 
the text preprocessing steps, the topic modelling 
techniques used for model building, and the 
model evaluation used in the proposed solution 
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are more thoroughly discussed next in the follow-
ing subsections. 

3.1 Dataset Description and Preprocessing 

The dataset used in this study is the Python 
questions dataset (Overflow, 2019) which can be 
retrieved from the Kaggle website. This dataset 
consists of three CSV files, namely: “An-
swers.csv”, “Questions.csv” and “Tags.csv”. For 
this purpose, our work focuses on “Ques-
tions.csv”, the CSV file that stores 607,282 Py-
thon questions posted on SO from August 2008 
to October 2016. Table 1. Data description of the 
Python questions dataset. 

 summarizes the details and descriptions of 
each attribute in the Python questions dataset. 

Table 1. Data description of the Python questions dataset. 

Attribute 

name 
Attrib-

ute type 
Attribute description 

Id Categori-

cal 

The unique identifier of Py-

thon questions posted on SO. 

OwnerUserId Categori-

cal 

The unique identifier of SO 

users who post the Python 

questions. 

CreationDate Date and 

time 

The recorded date and time 

at which the Python ques-

tions are posted SO. 

Score Numeri-

cal 

Total votes received by the 

Python questions on SO. 

Title Text A user-generated title for the 

Python questions on SO. 

Body Text Description of the Python 

questions containing normal 

text and code blocks, written 

in HTML script. 

Since SO is an English-only Q&A website ded-
icated to the global community, the texts used in 
the Python questions dataset are very unlikely to 
contain non-English words that are not under-
stood by SO users. In addition, SO users can 
choose to downvote any questions which are not 
posted in the English language. Therefore, no 
special care is taken to filter out Python questions 
not written in the English language from the da-
taset before the analysis. 

In this study, the main source of textual data 
used for the analysis comes from the “Body” at-
tribute. This is because the “Body” attribute con-
tains more detailed descriptions than the “Title” 
attribute about the Python questions posted by SO 
users. There are some questions with poorly de-
fined titles that do not describe the questions well, 

such as “Introducing Python” and “Most possible 
pairs”. Furthermore, the descriptions of the ques-
tions provided are usually complete English sen-
tences which can better represent the frequency 
of each word being used in the written English 
language. The data preprocessing steps, which 
are crucial to ensure the quality and validity of 
the data used to build the topic models, are con-
ducted at two different stages. The first stage is 
conducted once on the original Python questions 
dataset to reduce the amount of data and select 
relevant features to be used for both experiment 
sets. On the other hand, the data preprocessing 
steps during the second stage are conducted spe-
cifically for each experiment sets by using differ-
ent attributes. 

a) Data Preprocessing: Stage 1 

During this stage, the “Id” and “OwnerUserId” 
attributes are removed from the dataset because 
these attributes do not help in our study to analyze 
Python questions posted on SO. Next, Python 
questions receiving negative scores (i.e., more 
downvotes than upvotes) by SO users are also re-
moved from the dataset. Then, to prepare the data 
for the first experiment set, a new attribute “Cre-
ationYear” is derived from the “CreationDate” at-
tribute from the dataset. This attribute stores only 
the year when the Python questions are posted on 
SO to enable the grouping of each question into 
its respective year group. Finally, the selected at-
tributes of the Python questions dataset for fur-
ther analysis are “Score”, “Body” and “Crea-
tionYear”. 

b) Data Preprocessing: Stage 2 

For the first experiment set, the “CreationYear” 
attribute is used to split the Python questions into 
different groups according to the creation year of 
each question. On the other hand, for the second 
experiment set, Python questions with “Score” 
below 4 are filtered out. After performing this 
step, the number of Python questions used for fur-
ther analysis has reduced to only 74,195 ques-
tions, which is sufficient for the analysis in this 
study. 

3.2 Text Preprocessing 

a) Text Preprocessing: Stage 1 

During this stage, several text preprocessing 
steps are used to prepare the textual data for both 
experiment sets, including the removal of punc-
tuations, lowercasing the texts, and the removal 
of code blocks. The first two steps: removing 
punctuations and lowercasing the texts are crucial 
to removing the unnecessary parts from the text 
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which can introduce noise to the analysis of the 
Python questions. 

Furthermore, special treatment is required to 
preprocess the descriptions of the Python ques-
tions stored in the “Body” attribute due to several 
reasons. First, the descriptions of the Python 
questions are written in HTML script, for in-
stance, each paragraph is enclosed within “<p>” 
and “</p>” tag pairs. Second, including source 
code of Python or any programming language in 
the descriptions of the Python questions (en-
closed within “<code>” and “</code>” HTML 
tag pairs) will certainly affect the result of the 
analysis in this study. Therefore, steps are taken 
to first remove the source code from the descrip-
tions. Then, the descriptions of the Python ques-
tions are transformed from HTML script to nor-
mal English text without HTML tags. This whole 
process is performed using the BeautifulSoup li-
brary from the bs4 module in Python. 

b) Text Preprocessing: Stage 2 

The text preprocessing steps performed during 
this stage are a series of steps within a text nor-
malization pipeline. In a text normalization pipe-
line, all the texts are converted from human-read-
able texts, including slang words and informal 
texts, into their corresponding machine-readable 
forms (Rahate and Chandak, 2019). The steps in-
cluded in this pipeline are word tokenization, stop 
words removal and lemmatization. In natural lan-
guage processing (NLP), tokenization is defined 
as the task to split a stream of characters into 
words and punctuations. More specifically, there 
are two types of tokenization methods used in 
NLP, which are word tokenization and sentences 
tokenization. Word tokenization is used to sepa-
rate words via unique space character whereas 
sentences tokenization is used to perform tokeni-
zation based on sentence boundaries and one of 
the examples is punctuations. In this study, word 
tokenization is the method performed to split the 
words in the description of each Python question 
into individual units of words or tokens. In Py-
thon, word tokenization is performed using “sim-
ple_preprocess” utility functions implemented in 
the Gensim library. 

Another text preprocessing step is stop word re-
moval. In NLP, stops words or noise words are 
the words that contain little information that is 
not required in the analysis process (Kaur and 
Buttar, 2018). Therefore, stop words are often re-
moved from the text corpus to improve the effi-
ciency with little influence on the results of NLP 
tasks. Stop words are usually the most common 
words in a language. Some stop words in the Eng-
lish language are “I”, “am”, “is”, “are”, “this” and 

“that”. In this study, the stop words removed from 
the list of tokenized words are English stop words 
listed in the NLTK library in Python. 

Finally, lemmatization is the technique used to 
complete the text normalization pipeline. Lem-
matization is performed to convert the tokenized 
words into their base form or dictionary form. For 
example, the words “use”, “used”, “uses” and 
“using” are all conjugated verbs that are derived 
from and will be converted to their base form 
“use” after lemmatization. One benefit of per-
forming lemmatization is that it helps reduce the 
impact of inflection on English words, such as 
treating derived words in a text corpus as differ-
ent words, to the results generated by the NLP 
models. The lemmatization in Python is per-
formed with the core English language model us-
ing the SpaCy library, a popular NLP library 
along with NLTK. 

3.3 Model Building 

Topic modelling is one of the applications in 
text analytics used for studying and identifying 
the underlying key topics of texts and documents, 
which are often referred to as the combination of 
different topics (Curiskis et al., 2020). In simple 
terms, the goal of a topic modelling task is to ex-
tract different “topics” hidden within the given 
texts and documents through a topic model. A 
topic model is a generative model driven by the 
probability framework to help identify such top-
ics. In general, a topic is associated with different 
words and phrases from the texts and documents 
that tend to occur together. In other words, similar 
words or phrases tend to be grouped within the 
same topic. 

One of the popular algorithms used in topic 
modelling is the Latent Dirichlet Allocation 
(LDA) model. LDA works by assuming that there 
is a mixture of different topics within the texts 
and documents (Alghamdi and Alfalqi, 2015). 
There is a probability distributed over each topic, 
measuring the likelihood that a word appears in 
each topic. LDA algorithm then assigns these 
words to the topic based on the probability that 
these words appear in the corresponding topics. 
In the end, the list of the most probable words in 
each topic indicates the context of the topics. In 
this study, the LDA model is built using the Gen-
sim library in Python. 

3.4 Model Evaluation 

Due to its unsupervised nature, a topic model-
ling task is often used for exploratory analysis. 
The dataset is not split into training and test da-
taset during the topic model building process. 
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Therefore, the challenge in evaluating the model 
performance of a topic modelling task is similar 
to those unsupervised learning tasks, in which, 
there is no ground truth label used for evaluating 
the performance of a topic model. This is differ-
ent from another text analytics task called topic 
classification, which is supervised learning tasks. 

In this study, two approaches are used to eval-
uate the topics generated for each topic model, 
namely: the inspection using word cloud and co-
herence score. Evaluation by inspecting the word 
cloud of each topic is treated as an informal ap-
proach, whereas the coherence score, which re-
lates to the computation of the similarity of words 
within each topic, is a formal approach to evalu-
ate the performance of a topic model. 

a) Word Cloud 

Word cloud is a visual representation that cap-
tures and displays a list of words from a docu-
ment, which means a “bag of words”, and their 
corresponding frequencies. Visually speaking, 
the more frequent a word appears in the docu-
ment, the bigger the size of the word in the word 
cloud. In this context, we treat each topic as a 
document, in which, the frequency of each word 
in the word cloud is simply the probability that 
the word appears in that topic. With this conven-
tion, we can visually study the list of most com-
mon words that appear in topics generated by the 
topic models. In Python, word clouds can be gen-
erated using the “wordcloud” library. 

The advantages of using word clouds to visu-
ally represent the topics generated are, it is intui-
tive and engaging. Humans are visual creatures, 
in such, there is a region in the human brain spe-
cialized for processing visual elements. There-
fore, the information delivered through a word 
cloud can be easily perceived by humans in gen-
eral. However, the application of word cloud to 
evaluate the performance of a topic model could 
be subjective. This means different people might 
perceive the word cloud differently due to the dif-
ferences in expertise and cognitive ability among 
different people. Therefore, word cloud is used as 
an informal approach to evaluate the performance 
of a topic model. 

b) Coherence Score 

Another approach that can be used to evaluate 
the performance of a topic model is by measuring 
the coherence score of a topic. Coherence score, 
which is also referred to as the topic coherence 
measures, is obtained by computing the similari-
ties of most probable words in each topic seman-
tically (Röder et al., 2015). A high coherence 

score implies that there is a high degree of simi-
larities among words within the same topic, and 
thus the topic is said to be more coherent. There-
fore, the words are more associated with each 
other, which implies that the topic is relevant and 
not merely because the same words appear to be 
the high scoring words across different topics. 

The coherence score for one topic can be cal-
culated using the following formula, Eq. 1: 

'V71& � ∑ '63u;R , ;vwRxv          (1) 

where vi and vj are two words in the selected 
topic such that i and j are both integer values not 
more than the total number of words in the topic, 
and sim(vi,vj ) is the similarity function used to 
calculate the word similarity between vi and vj. 
After obtaining the coherence score for each topic, 
the coherence score for the topic model is calcu-
lated by taking the average value of the coherence 
scores for all topics generated by the topic model. 

A model performance evaluated using numeri-
cal measures is often perceived as a more formal 
approach. Therefore, it is used for our purpose of 
evaluating the performance of the topic models in 
our proposed solution. In Python, the coherence 
score can be calculated by calling the “get_coher-
ence” method of an instance of “Coherence-
Model” object in the Gensim library. The “coher-
ence” and “topn” parameters are set to their de-
fault values, “c_v” and “20” respectively. 

4. Analysis of Findings 

a) Experiment 1: Comparing the topics of 
Python questions in different years 

The number of topics, J  must be specified 

before building topic models using LDA algo-

rithms. In this case, we choose J � 5 for the first 
experiment set to identify the 5 topics hidden 
within the descriptions of Python questions for dif-
ferent years. These coherence scores of the topic 
models from 2008 to 2016 are plotted in a bar chart 
in 錯誤! 找不到參照來源。. 
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Fig. 2. Bar chart showing the coherence scores for topic 
models from 2008 to 2016. 

From Fig. 2, the coherent score of the topics ex-
tracted from the Python questions in 2008 is the 
lowest among the scores of those in other years. 
This might be because the data only contains the 
Python questions posted in SO from August to 
December 2008. Therefore, the coherence score 
of the topics in 2018 might be susceptible to un-
desirable behaviour such as noise and scarcity in 
the textual data. The word clouds for each topic 
of Python questions posted on three selected 
years: 2008 (the first year), 2013 (the year with 
the highest coherence score) and 2016 (the last 
year), are shown in Fig. 3, 4 and 5 respectively. 

 

Fig. 3. Word clouds for topics extracted from Python 
questions in 2008. 

 

Fig. 4. Word clouds for topics extracted from Python 
questions in 2013. 

 

Fig. 5. Word clouds for topics extracted from Python 
questions in 2016. 

By visually inspecting each word cloud gener-
ated from the extracted topics within the same 
year, the same words might appear multiple times 
in different topics extracted from the topic model. 
For example, in 2008 (see 錯誤! 找不到參照來

源。), the words “file” and “way” appear as words 
with high probability score in three of the ex-
tracted topics. In 2016 (see Fig. 5), two of the 
words: “try” and “code”, are also common words 
in at least three extracted topics in that year. This 
implies that the topics extracted from the Python 
questions posted on SO within one year are quite 
similar to each other, even though the list of high 
scoring words in each topic might differ slightly 
from one topic to another. 

Comparing the topics extracted from the Py-
thon questions across different years, there is a 
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gradual shift towards the keywords such as “ta-
ble”, “datum”, “row” and “column” from 2008 to 
2016. These words are not among the high score 
words in any topics extracted in 2008. This shift 
might be due to the emergence of Python as an 
important programming language mainly used by 
software engineers or data scientists to perform 
their daily tasks involving transforming and pre-
processing data stored in table format. On the 
other hand, words such as “write” and “import” 
only appear as high score words in one of the top-
ics in 2008. This could imply that the questions 
related to importing libraries and writing files 
have been resolved in earlier days. Users might 
have already gathered enough information from 
earlier questions to solve similar problems with-
out having to post new questions to the platform. 
Therefore, it can be said that there is no one-to-
one correspondence between the topics extracted 
from one year to another because some topics in 
the past might not stay relevant today and they 
might eventually be replaced by newer topics in 
later years. 

Finally, the word “use” seems to have a high 
probability score in all the topics extracted from 
Python questions for any given year. Therefore, 
the word “use” might be one of the domain-spe-
cific stop words which should be removed from 
the texts and documents. Table 2. List of high scor-
ing words for each topic extracted from Python ques-
tions in 2008, 2013 and 2016. 

 summarizes the topics extracted from Python 
questions in 2008, 2013 and 2016, their most 
probable labels and the corresponding words in 
each topic. Note that the word “use” is removed 
from the lists in the table because it appears as 
one of the six words with the highest probability 
score in all topics from different years. 

b) Experiment 2: Showing the topic for ques-
tion with high scores 

First, a baseline topic model is first built by us-
ing the LDA algorithm, with the number of topics, 
k= 5 specified. The topic model with 5 topics is 
chosen as the baseline model because we have 
also set the number of topics, k = 5 for all topic 
models in the first experiment set. The results 
from the first experiment set show that topic 
models with number of topics, k = 5 can generate 
good results in this study. However, it is also im-
portant to test different number of topics which 
yields the best model performance measured by 
the coherence score. Therefore, a hyperparameter 
tuning procedure is performed to search for the 
optimal value of k from a list of numbers from 2 
to 10. The coherence scores for each topic model 

with the different number of topics are plotted in 
a bar chart in Fig. 6. 

Table 2. List of high scoring words for each topic ex-

tracted from Python questions in 2008, 2013 and 2016. 

Year Topic Label Words 

2008 #0 Python syntax List, way, would, func-

tion, want, string 

#1 Server appli-

cation 

Thread, run, file, email, 

server, application 

#2 File I/O, im-

port 

Code, file, would, 

write, import, script 

#3 Other Would, way, try, work, 

make, need 

#4 File applica-

tion 

File, work, want, try, 

way. run 

2013 #0 File applica-

tion 

File, try, code, error, 

line, get 

#1 Functional, 

object-ori-

ented 

Function, class, object, 

would, way, call 

#2 Server appli-

cation 

Run, try, work, error, 

script, server 

#3 List, Array List, value, number, 

would, want, way 

#4 Data model, 

table form 

User, page, try, model, 

table, get 

2016 #0 File applica-

tion 

File, error, try, run, 

work, get 

#1 Server appli-

cation 

Work, try, code, run, 

server, get 

#2 Plotting data Image, code, datum, try, 

would, plot 

#3 Python Syntax List, function, code, 

value, want, try 

#4 Data model, 

table form 

Column, row, datum, 

want, table, value 

Figure 6 shows that J = 8 yields the best 
topic model with the highest coherence score of 
0.4482. Therefore, another topic model is built by 
using the LDA algorithm with the number of topics, 
J = 8 specified. The word clouds for each topic of 
Python questions with a high number of upvotes 
for topic models with 5 and 8 topics are shown in 
Fig. 7 and Fig. 8 respectively. 
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Fig. 6. Bar chart showing the coherence scores for topic 
models from 2008 to 2016. 

By comparing the two sets of word clouds in 
Fig. 7 and 8 respectively, it can be observed that 
some of the topics relevant to the Python program-
mers are not significant in the baseline topic model. 
For example, topics related to “import” and “col-
umn” are not significant in extracted topics of the 
baseline topic model. These two words do not have 
their topics. Instead, they can be found in some 
other topics extracted using the same model. On 
the other hand, the words “import” and “column” 
are among the highest-scoring words in Topic #4 
in Topic #5 respectively, extracted using the best 
topic model. The associated words in Topic #4 in-
clude: “file”, “instal” and “package”, indicating 
that this topic is related to the installation and im-
porting of Python packages. Whereas in Topic #5, 
the associated high scoring words include: 
“model”, “datum”, “row” and “table”, which might 
be a topic related to the data analysis: data model 
or data stored in table forms. 

Fig. 7. Word clouds for topics extracted from Python 

questions with a high score using the best topic model – 

topic model with 5 topics. 

 

Fig. 8. Word clouds for topics extracted from Python 
questions with a high score using baseline topic model 

– topic model with 8 topics. 

It is also observed that the high scoring words 
within the topics extracted using the best topic 
model (k = 8, which has a higher coherence score) 
are more associated with each other, as compared 
to those extracted using the baseline topic model 
(k = 5, with a lower coherence score). The list of 
topics extracted from both topic models, the most 
probable labels and the corresponding words of 
each topic are summarized in Table 3. Again, the 
word “use” that appear in all the topics is re-
moved from the list of words in this table. 

5. Discussions 

Based on the experiment sets, it is shown that 
topic modelling is useful in extracting the topics 
from the description of the Python questions 
posted on SO. The topics are also manually la-
belled according to the high scoring words within 
each topic. In this section, we will discuss some 
improvements which can be performed on the 
study when extracting the information from the 
description of the Python questions with our topic 
modelling approach. 
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Table 3. List of topics extracted from the baseline and 
the best topic models, the most probable labels and the 

corresponding words for each topic. 
Model Topic Label Words 

Base-

line 

 

#0 Functional, 

object-ori-

ented 

function, class, ob-

ject, call, method, 

code 

#1 List, array List, value, would, 

way, want, number 

#2 Text, string File, line, string, try, 

code, plot 

#3 Python 

script 

Run, try, error, work, 

get, script 

#4 Others User, image, model, 

try, get, page 

Best #0 Functional, 

object-ori-

ented 

Function, class, ob-

ject, call, method, re-

turn 

#1 List, array List, value, would, 

way, number, want 

#2 File I/O File, string, line, text, 

read, want 

#3 Server ap-

plication 

Server, request, pro-

cess, run, time, test 

#4 Package im-

port and in-

stallation 

File, import, package, 

instal, try, version 

#5 Data model, 

table form 

Column, model, user, 

want, row, create 

#6 Handling er-

ror 

Error, try, get, code, 

work, follow 

#7 Python 

script and 

command 

Run, script, program, 

command, window, 

work 

First, during the text preprocessing steps, only 
the most common English stop words are re-
moved. That means, the stop word removal only 
handles the most frequent words in general Eng-
lish language such as “a”, “the”, “I”, “me”, “by” 
and “was”. There is no additional step performed 
to collect the domain-specific stop words before 
performing stop word removal. Therefore, the ex-
periment results might be influenced by these 
words to a certain degree. For example, the word 
“use” that appears as the high scoring words in 
every topic might be a domain-specific stop word. 

Second, the hyperparameter tuning process in 
the second experiment set only involves changing 
the number of topics to a limited range of values 
(from 2 to 10) to obtain the best topic model. With 
this, there is a high chance that some better topic 
models (which might yield even higher topic co-
herence score using the same dataset) are missed 
out. However, by adding more hyperparameters, 
the computational resources required to complete 

the hyperparameter tuning process will increase 
exponentially. 

The future works include efforts to collect do-
main-specific stop words and exclude them from 
the analysis of the Python questions posted on SO. 
Besides, a more thorough hyperparameter tuning 
process can be performed over a wider range of 
number of topics (say up to 50 topics), or by in-
cluding more hyperparameters to the process to 
search for the model settings that yield the best 
topic model to the dataset. On top of that, this so-
lution can be adapted to perform text analytics on 
the questions of other programming languages 
posted on SO, such as R, C++ and Java. 

6. Conclusion 

In this study, we apply topic modelling, a text 
analytics approach to study the Python questions 
posted on SO from 2008 to 2016. Specifically, we 
study the description of these questions because 
the description contains more semantic infor-
mation than the title of these questions. Due to the 
unstructured nature of textual data, we perform a 
series of text preprocessing steps on the descrip-
tions of the Python questions such as removing 
punctuations and changing the texts into lower-
case, transforming the HTML script to normal 
text, tokenization, stop word removal and lemma-
tization. Then, two experiment sets are performed 
on the preprocessed texts. First, the questions are 
grouped into years and then a topic model is built 
for each group using the LDA algorithm. The ex-
tracted topics are then compared across different 
years to identify the trend and changing topics of 
questions over years. Second, the questions with 
a score of at least 4 are used to build another topic 
model to identify the topics that cover these ques-
tions. In both experiment sets, the evaluation cri-
teria used are the inspection through the word 
clouds (informal approach) and the computation 
of the coherence score of each topic model (for-
mal approach). 

Through the results obtained from the first ex-
periment set, it is observed that there is a gradual 
shift to the topics of the Python questions posted 
on SO from 2008 to 2016. The topic about the 
data model and table becomes more prominent 
over the years. For example, there is one topic 
with keywords such as “table”, “datum”, “row” 
and “column” generated by the topic model in 
2016. These keywords are not significant in any 
topics generated by the topic models from earlier 
years. At the same time, the topic with keywords 
related to file input and output such as “code”, 
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“file”, “import” and “script” become less signifi-
cant over the years.  

On the other hand, the results obtained from the 
second experiment set shows that a suitable num-
ber of topics to the topic model built using the 
LDA algorithm yields extraction of more mean-
ingful topics from Python questions with high 
votes posted on SO. In this study, the topic model 
with k = 8 yields the highest coherence score. The 
topics related to Python package installation and 
importing, and data models are more prominent 
in this topic model as compared to the baseline 
model in this experiment set (k = 5) with a lower 
coherence score. Therefore, the topic model with 
the right number of topics that yields a higher co-
herence score, the topic model is more effective 
in extracting relevant topics from texts and docu-
ments. 

Several limitations of this study are also identi-
fied and discussed. First, the stop word removal 
process does not include domain-specific stop 
words. Second, the hyperparameter tuning pro-
cess in the second experiment set only involves 
changing the number of topics to a limited range 
of values from 2 to 10 due to limited computa-
tional resources. Therefore, the future works of 
this study include collection of domain-specific 
stop words and exclude these stop words from the 
analysis and conducting a more thorough hy-
perparameter tuning process to identify the best 
topic model to extract information from Python 
questions posted on SO. 
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