ISSN (Print): 2077-7973
ISSN (Online): 2077-8767
DOI: 10.6977/1J0S1.202303_7(5)

International Journal of
Systematic Innovation

VOL. 07 NO.05
March, 2023

Published by the Society of Systematic Innovation

Opportunity Ig‘entification

Problem Solving



(2 vost

The International Journal of Systematic Innovation

ISSN (Print): 2077-7973
ISSN (Online): 2077-8767
DOLI: 10.6977/1J0S1.202303_7(5)

Publisher:

The Society of Systematic Innovation

Editorial Team:

Editor-in-Chief:

Sheu, Dongliang Daniel (National Tsing
Hua University, Taiwan)

Executive Editor:

Deng, Jyhjeng (DaYeh University, Taiwan)

Editorial Team Members (in alphabetical

order):

Cavallucci, Denis (INSA Strasbourg
University, France)

Feygenson, Oleg (Algorithm
Technology Research Center, Russian
Federation)

Filmore, Paul (University of
Plymouth, UK)

Kusiak, Andrew (University of lowa,
USA)

Lee, Jay (University of Cincinnati,
USA)

Litvin, Simon (GEN TRIZ, USA)
Lu, Stephen (University of Southern
California, USA)

Mann, Darrell (Ideal Final Result,
Inc., UK)

De Guio, Roland (INSA Strasbourg
University, France)

Sawaguch, Manabu (Waseda
University, Japan)

Shouchkov, Valeri (ICG Training&
Consulting, Netherlands)

Song, Yong-Won (Korea Polytechnic
University, Korea)

Yoo, Seung-Hyun (Ajou University,
Korea)

Yu, Oliver (San Jose State University,
USA)

Zhang, Zhinan (Shanghai Jao Tong
University)

Assistant Editor:

Maggie Sheu
Fish Shih

Editorial Office:

The International Journal of
Systematic Innovation

6F, # 352, Sec. 2, Guanfu Rd,
Hsinchu, Taiwan, R.O.C., 30071
e-mail:editor@systematic-innovation.org
web site: http://www.lJoSI.org


mailto:editor@systematic-innovation.org
http://www.ijosi.org/

(’\‘ | JOSI ISSN (Print): 2077-7973
\# 4 ISSN (Online): 2077-8767

DOI: 10.6977/1J0S1.202303_7(5)

INTERNATIONAL JOURNAL OF SYSTEMATIC INNOVATION

CONTENTS March 2023 VoLUME 7 ISSUE 5

FULL PAPERS

Structural Simulation of Devices Based on Patent Description..............cc.ceeeneee..
... Alexandr Bushuev, Sergey Chepinskiy, Weijie Lin, Botao Zhang, Jian Wang 1-9

New Model for Creating Innovative Solutions in Continuous Improvement
Environments.............ccoooeee.. Vasco F. C. V. Soares, Helena V. G. Navas 10-29

Feature Selection Using Binary Particle Swarm Optimization Algorithm to Predict
Repurchase Intention from Customer REeVIEWS .......cccceevveiiiieeiiiiieiiieeceiiee e

Robustified Principal Component Analysis for Feature Selection in EEG Signal
Classification............c..covvvienieniieneesieeniesieesieeseeenneenn. Ro JOhn Martin 46-55

A Novel Underwater Packet Scheduling based on Modified Priority Backpressure

and Peak Age of Information approach .............cccvveeviiiiiciiii e,
........................ A Caroline Mary, A V Senthil Kumar, H R Chennamma 56-63

Application of Text Mining in PTT Forum in Analysis of Consumer Preference for
Online Shopping Platforms...........ccccoveeeeiiieeciieeennee. Wen-ni Shih,Yu-sen Lin 64-79



DOI: 10.6977/1J0S1.202303_7(5).0001
A. Bushueyv, S. Chepinskiy, etc./Int. J. Systematic Innovation, 7(5), 1-9(2023)

(2 osi

Structural simulation of devices based on patent descriptions

Alexandr Bushuev'*, Sergey Chepinskiy !, Weijie Lin?, Botao Zhang?, Jian Wang '3
Faculty of Control Systems and Robotics, ITMO University, Saint Petersburg, Russia
2School of Automation, Hangzhou Dianzi University, Hangzhou, China

SHDU-ITMO Joint Institute, Hangzhou Dianzi University, Hangzhou, China
* Corresponding author E-mail: bushuev@inbox.ru
(Received 8 November 2022; Final version received 3 March 2023; Accepted 8 March 2023)

Abstract

The problem of the interaction of patent law and TRIZ is considered in this paper. A su-field analysis is applied
from TRIZ tools. The European claim of the invention is used to describe the device. The claim is divided into
technical features for structural simulation. Binary relationships are introduced between features to build hierarchy
levels. As a result, an oriented graph is obtained, the nodes of which are features, and the branches show the
subordination of features. The elements are at the top level, and the connections between them are at the middle
level. The properties of elements and links are at the lower level. The physical operating principle of the device
from the patent description is used for the numerical evaluation of the structure. At the middle level of the hierarchy,
features of interaction between elements are replaced by mechanical, thermal, electric, and magnetic fields from
the Su-field analysis. Further, the inventive fields are replaced by the dimensions of the physical quantities in which
the fields are measured. For example, the dimensions of ampere, volt, watt, and coulomb are used for electric fields,
depending on the specific design of the device. The dimensions of physical quantities are given in the Bartini basis
with two basic units time T and space L. Two-dimensional diagonal matrices are introduced to describe the weights
of graph branches. A weighted and oriented graph mathematically describes the structure of the claim. The purpose
of the simulation is to calculate the resource intensity of the claim structure, as well as a numerical comparison of
the novelty of the claims with the prototype. The novelty coefficient is determined by the degree of asymmetry of
the new solution and the prototype. The symmetric part is the inventive features included in the restrictive part of
the claims. The inventive features included in the characteristic part form the asymmetry of the claims.

Keywords: claims in the invention, novelty, simulation, Su-field analysis

1. Introduction

An important problem of technical design is the
evaluation of inventive solutions. To compare inventive
solutions, they must be formalized according to certain
rules. One of the well-known methods of comparing
formalized solutions is patent examination of
inventions. The most structured part of the patent is the
claim. Witz and Geisel (2017) indicate the claim has
three parts: preamble, transitional phrase, and claim
body. The claim body contains features, i.e.
components, their connections, and characteristics. In
Russia and China, the European form of the claims is
used, which has a restrictive and distinctive part. The
restrictive part contains the features of the invention
common to the prototype and the new solution. The
distinctive part contains only the features of a new
solution. The features of the invention are used for the
mathematical patent model, according to which

different indicators of the technical solution are
evaluated.

In the work (Bushuev and Chepinskiy, 2007a), a
probabilistic mathematical model is proposed,
according to which the level of development of the
technical system is estimated. A chronological
sequence of inventions xk is introduced, in which the
invention xk-1 is the prototype for the invention xk,
k=0, 1, 2, ... Then each invention can be considered as
a state of a single-scale queuing system with waiting,
which receives a random stream Si of invention
features. The features of the restrictive part come to the
kernel for maintenance Ker xk, and the features of the
distinctive part form a queue Que xk. The probability
pik(Ker xk) | SieKer xk and the probability pjk(Que
xk) | Sje Que xk, i#j are entered. It is shown for k—o0
pik(Que xk)<0.5 and lim pik(Ker xk) = 1. The product
of the probabilities of several features included in the
kernel gives the kernel density p(k). The product of the
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probabilities of several features included in the core
gives the core density p(k). The graph p(k) gives a
discrete S-curve (Altshuller,1999), according to which
the level of technology development is estimated.

Weidong et al. (2020) propose a graph-based
probabilistic patent evaluation model. In the model, the
textual parts are combined with some structured parts
of patents. The patent value is initially determined by
the internal features of the patent. Given a patent o, the
patent value vo is initially formed by the features from
the patent and exhibits a prior probability distribution.
vo~p(vo|Do) where o € VO and Do denotes some
features extracted from the structured and unstructured
parts of 0. VO={on} where o denotes an object to be
valued. Next patent values are changed by the values of
the nodes that are associated with the patents.

In the work (Bushuev and Chepinskiy, 2007b), a
structural model of the claims in the form of a graph is
proposed. The nodes of the graph are the features of the
device, and the branches are binary relations between
the features. The structural scheme determines the
strength of the claims F = 1/n, where n is the number of
nodes of the graph. In the refined estimation of the
strength of the formula, node weight functions are
used, depending on the number of branches of the
node.

The considered methods of stimulation have a
disadvantage. The features of the claims are considered
equivalent since the claims represent the device in a
static stationary state. The importance of the features is
found in the dynamic state. The physical operating
principle of the device is presented in the patent
description, but not in the claims. The dynamic action
of the device represents an unstructured part of the
patent description. In TRIZ (Goldovsky and
Weinerman, 1990), a simulation of the structure by an
oriented graph consisting of substances Si and fields Fj
is proposed. Mechanical, thermal, electric, and
magnetic fields are used. In the graph F1— S1 — F2—
S2 — ... Fi — §j, the direction of energy conversion is
shown by arrows. The nodes of the graph are not
equivalent, but their numerical weight is missing.
Differential equations are used to simulate a dynamic
graph. In (Zaripova et al, 2015), for any node of the
graph, the differential equation of thermodynamics dQ
= PdE is used, where dQ is the differential of the
generalized work, P is the generalized force, and dE is
the generalized coordinate. The graph model turns out
to be dynamic, but it is redundant for patent protection
of the device.
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In TRIZ, the use of the theory of dimensions of
physical quantities is also known. The inputs and
outputs of the nodes of the graph are encoded by the
dimensions of physical quantities on one or another
basis. For example, in (Coatanéab et al, 2015) the
MLT-basis (mass-length-time) is considered. The
topology of a technical system is represented by a
graph, the nodes of which are variables of three types
The first type includes variables at the input of the
device. The second type includes variables at the
output of the device. The third type includes
intermediate variables that form chains of
transformations from inputs to outputs. The branches of
the graph are constructed according to the expert
assessment of the cause-and-effect relationships. The
graph matrix in the MLT-basis is used to check the
reliability of the structural model and find nodes with a
violation of cause-and-effect relationships. In (Bushuev
and Kudriavtseva, 2019), the LT-basis (length-time) is
used to numerically estimate the resource intensity of
the graph. Shibayama et al (2021) propose a numerical
evaluation of scientific documents on semantic text
analysis. The novelty of the document is assessed by
the frequency of references in the cited literature.
However, such an estimate has weak validity for
patents, since a patent can have only one reference to a
prototype.

The work aims to obtain numerical estimates for
comparing a new solution and a prototype according to
their patents. Let's pose the following search problem.

2. Problem statement

The new technical solution is specified in the
patent description with the claim. Therefore, the
description and claim of the prototype invention are
known. We will assume that the claim has features
from three levels of hierarchy. The highest level of the
hierarchy includes features of the presence of structural
elements. The middle level of the hierarchy includes
features of a connection between elements and their
mutual arrangement. The lower level of the hierarchy
includes features that define the shape of the element
and the form of the relationship between the elements,
as well as features that define the parameters and other
characteristics of the element.

The set of features is denoted by {Di}, where i is
the number of the feature, i =1, 2, ... We introduce the
binary relation Di R Dj, where R means that the
attribute Di does not exist without the attribute Dj, i#j.
The binary relation establishes the subordination of
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features, which is indicated by arrows in the graph, and
the nodes in the graph are the features of the device.

Let's explain the concept of hierarchy levels in the
following example. The claim is written as "the device
has block A mounted on block B". Here we have three
features: block A, block B, and mounted on. Let's
exclude the mounted on feature. Then we will get a
claim like "the device has block A and block B". This is
a logically valid expression that can be used in the
restrictive part of the claim. The indication of the
relative position of blocks A and B can be indicated in
the distinctive part of the claim for the operability of
the device. If we exclude the features block A and
block B, then we get the claim "the device has a
mounted on. This is a logically incorrect expression. In
patent rules, it is customary to exclude all connections
of an element with other elements if this element is
excluded. Mathematically, these rules are confirmed by
graph theory. There are disconnected graphs in which
some nodes do not have branches. The simplest
structure model can consist only of nodes. However, a
model consisting only of branches or links does not
exist. Thus, elements, blocks, and nodes form the
highest level of the hierarchy of the model, and the
connections between them form the middle level.

The lowest level of the hierarchy is formed by
features characterizing the internal properties of
elements, and blocks, as well as the connections
between them. For example, the device has a round
block A mounted rigidly on block B. The features
"round" and "rigidly" are at the lowest level of the
hierarchy. They disappear if features of a higher level
are excluded from the claim. In graph theory, the
weight of nodes and branches is a feature of the lowest
level of the hierarchy. Such a graph is called weighted
or colored when each node is assigned its color.

Some of the Di features are common to the new
solution and the prototype. Common features are
included in the restrictive part of the claims for a new
solution. We denote the set of features of the prototype
by {Do}, and we denote the set of features of the new
solution by {Dn} where o and n are integers denoting
the feature number. Then the restrictive part of the
claims of the new solution will be equal to the
intersection {Do}N{Dn} of the sets. We will consider
the intersection as the symmetric part of the new
solution-prototype pair. The set of features of the new
solution-prototype pair is shown in Fig. 1 where the
symmetrical part is indicated in green. The distinctive
part of the new solution forms the set {Dn} -
{Do}N{Dn}. If {Do}={Dn}, then {Do}N{Dn} =
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{Do}={Dn}, and such an invention has no novelty
{Dn} - {Do}N{Dn}={<}. In this case, the new solution
and the prototype are completely symmetrical.
Therefore, the inventor needs a minimum of
information to get a new solution from a known

prototype.

{Do}n {Dy} new solution

prototype

Fig. 1. The set of features of the new solution-prototype pair

This information is that the new solution and the
prototype are completely symmetrical. A new solution
turns out to be more asymmetric when the inventor has
to generate more new information so that this solution
can be reproduced. Thus, we will evaluate the degree
of novelty by the magnitude of the asymmetry. The
paper (MacCormac, 1998) discusses in more detail the
use of symmetry and asymmetry in science and
technology.

3. Defining the similarity function

Brown (2021) considers the similarity function S
(A, B) of two objects A and B as a function f of three
arguments three arguments
S(A,B) =f(ANB,A\B,B\A), (1)
where ANB are features belonging to A and B, A\ B are
features belonging to A but not belonging to B, B\ A are
features belonging to B but not belonging to A. For
patent features, you can write ANB= {Do}N{Dn}, A\
B={Do}-{Dn}, B\ A={Dn}-{Do} where object A is a
prototype, in object B is a new solution. Eq. (1) for the
degree of symmetry E is written as

E = f({Do}N{Dn}) / [f({Do}N{Dn}) + af({Do}-{Dn}) +
BF({Dn}-{Do})], )

where a and 3 are some feature weights. It is
necessary to take two steps to find the function f and
the coefficients a and B. The first step is called
structural simulation, and the second step is called
dimensional simulation.
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3.1 Structural simulation

We will show a structural simulation of some Di
features using a simple example. Let the claim of an
optical device (Fig. 2) be given: a radiation source on
the optical axis of which a photodetector is installed.
Let's make a block diagram of the claim. The scheme
has two upper-level features D1 - the radiation source
and D2 - the photodetector.

Luminous flux

D
Electromotive £ yr Electrical
force » voltage
e
Radiation source Photodetector

Fig. 2. The design of the optical device

Installation on the optical axis D3 is a feature of a
middle level, since D3 R D1 and D3 R D2. A structural
simulation of the claim is shown in Fig. 3, where the
graph of features and its nodes are shown on the left,
and an equivalent Su-field structure is shown on the
right. The nodes of the Di graph are placed in circles;
the directions of subordination are indicated by arrows.
To obtain an equivalent Su-field structure, the
description of the work and the design of the device in
Fig. 2 are used. Top-level features D1 and D2 are
replaced with full Su-fields consisting of three
elements F—=S—F. Such a structure has problems to
detect (Petrov, 2014). The feature of the middle level
D3 is replaced by the field F2, since the radiation field
passes along the optical axis between the radiation
source S1 and the photodetector S2. Such a Su-field is
called an incomplete Su-field.

The Shg‘fcﬂec?afh%lg features Equivalent Su-field structure
@)

&)

®@@

wanoz Brom e

- s

Fig. 3. Structural simulation of an optical device, F1 - electric
field, S1 - radiation source, F2 - radiation field or

electromagnetic field, S2 - photodetector, F3 - electric field.
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The final Su-field structure represents the
complex Su-Field F1-S1—F2—S2—F3. If there is no
D3 feature in the claim, then the Su-field structure
contains two completely unrelated Su-Fields
F1—-S1—-F2 and F2—S2—F3. If there is no D2
feature in the claim, then the D3 feature disappears,
and only the D1 Su-Field remains F1—S1—F2. As you
can see, the F2 field does not disappear. It defines the
operational function of the radiation source.

Let's assume that the new solution has one
distinctive feature D4. This feature means that the
radiation source is monochromatic with a wavelength
of 700 nm. The structural model of the new solution is
shown in Fig. 4.

highest level R ?

middle level |R @

feature of the
lowest level @ -

distinctive part

Fig. 4. Hierarchical structural simulation of a new
solution, D4 is a feature of the distinctive part

The D4 feature is at the lowest level of the
hierarchy since D4 R D1. The feature of the lower level
of the hierarchy is introduced intentionally to show the
limitations of Su-field analysis. When Su-fields are
constructed, the internal properties of substances are
not taken into account. Therefore, the equivalent Su-
field structure of the new solution
F1—-S1—-F2—S2—F3 coincides with the structure of
the prototype. he wavelength characterizes the
radiation field F2 which replaces the feature D3 of
optical communication between D1 and D2. However,
the claim describes the design of the device in static,
i.e. in the off state. Fields do not exist in static so the
D4 feature is subordinate to the D1 feature.

3.2 Dimensional simulation

The transition from the structural model of the
claims to an equivalent Su-field structure also involves
the use of a description of the operation of the device.
The physical operating principle of the device allows
you to determine the types of fields in Su-field
analysis. However numerical estimates of the features
are needed to compare the prototype and the new
solution. Su-Field analysis does not allow making such
a comparison. Indeed, it is impossible to answer how
much an electric field is better than a mechanical
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pressure field or a magnetic field is better than a
thermal field. The paper (Bushuev and Kudriavtseva,
2019) shows how inventive fields of different types of
energy can be numerically compared. In invention
problems, the fields differ from each other in the
physical quantities by which they are measured. For
example, the electric field can be measured in units of
electric voltage, current, charge, and field strength.
Consider the radiation source D1 in Figure 2 with the
Su-Field F1—-S1—F2. The input electric field F1 is
measured in EMF units, i.e. in volts. The output
radiation field F2 is measured in units of luminous
flux, i.e. lumens. In the Bartini system of kinematic
quantities (Bartini, 2005), the EMF has a volt
dimension [L2T-2], and the lumen has the dimension
joule/c [LST-5], where length L and time T are the
basic units. We introduce matrices for the input and
output values

12
EMF = [0 T_] ® = [ 3)
where EMF is the electromotlve force at the input

of the radiation source, ® is the luminous flux at the

output. We find the transfer matrix W1 of the radiation
source from Eq. (3)
Wy = & EMF™1 = [ L0 “

! o 1%llo T‘

L 0
The input value of the photodetector will be the
illumination E measured in lux, and the output value is
the electrical voltage V in volts. The illumination E in
the Bartini system has the dimension of surface power
[L3T-5]. Therefore, the transfer matrix W2 of the
photodetector is equal to
0
] [ 0 T 5

[Lol 793 ®)
The transfer matrix W3 of the feature D3 is equal to

_ [L3 [LS 0 ]
0 T°

5 ©
In Eq. (6), it is assumed that the feature D3 cuts

out a part of the spherical luminous flux @, limited by
the aperture S of the photodetector. The transfer matrix

il

w,=vE" =t

W, = Ed!

W3 is the inverse matrix of the surface S. In the LT-
basis, the surface has dimension [L2T0] or m2. The
dimensional simulation scheme of the prototype is
shown in Fig. 5. The features of the claims Di are given
by the transfer matrices Wi. The transfer matrices differ
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from each other in exponent m and n with basic units
Lm and Tn where m and n are integers.

Wy Wy W,
Electromotive |[z® o |Luminous |[772 || Humination |[z1 ¢ Electrical
force 0 I:3 flux o 70 " ¢ 73| | voltage
Dy D, D,

Fig. 5. Graph of the dimensional simulation of the
prototype

Let's determine the resource intensity RI of the
transfer matrices forming the nodes of the graph for
dimensional simulation

m
Rl; =ym?4+n? forW, = [LO
RI, = J(3)% + (=3)2 = 4.24,

RL = /(=D + (3)? = 3.16,

RI; = /(=2)2 + (0)Z = 2.0 7

The total intensity of the prototype is equal to
Rl, = Y3_, RI; = 9.40. ®)

From a physical point of view, the resource
intensity of the node Wi means the time and space
resources spent on converting the input value into the
output value. If a block (or node) spends little
resources on conversion, the more it is ideal. The ideal
end result (IER) is obtained without spending
resources. Therefore, the resource intensity Rl is zero
for an ideal end result. Space and time are the most
important resources for resolving contradictions in the
algorithm for solving inventive problems. They define
the operational zone and the operational time of the
conflict. All other resources, such as weight, speed,
pressure, electrical voltage, temperature, and others,
can be obtained from the resources of time and space
using dimensional theory. The technology of obtaining
dimensions for resources is considered in the work
(Bushuev A. 2017). The work is based on the system of
kinematic quantities by Bartini (2005).

Let's imagine the Su-field F1—-S1—F2 of the
radiation source as a physical effect to simulate the
distinctive feature D4. This physical effect converts the
electromotive force EMF at the input into a luminous
flux @ and the wavelength A at the output. Litvinov et
al (2022) consider the stimulation of multidimensional
physical effects. In our example, a physical effect with
two outputs has two transfer matrices for dimensional
simulation. The first matrix W1 is already defined for
the prototype in Eq. (4). Similarly, we define the
second transfer matrix W41 for feature D4:
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W41 = A EMF_l

L—l
s
where A is the dimensional matrix of the

wavelength. Note that the specific value of the
wavelength A = 800 nm is not simulated. The feature of
a monochromatic light source is simulated here only.
Taking into account the numerical values of the
parameters of the blocks and inputs and outputs is
considered in the work (Bushuev et al, 2021).

Thus, the radiation source model contains two
matrices W1 and W41. The matrix W1 stands in the
energy channel @, and the matrix W41 stands in the
information channel A. The model of the radiation
source is outlined with a blue dashed line in Fig. 6.
Since the radiation source is monochromatic, the
photodetector must receive radiation of the same

h 0 TOHO T2

®

wavelength. Therefore, the sensing element of the
photodetector must have a maximum spectral
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characteristic at the transmitted wavelength. A physical
effect with two inputs has this characteristic. The
surface power or illumination E of the photocrystal is
the first input. The second input is the wavelength A of
the radiation. The electrical voltage V is the only
output of the physical effect. The dimensional model of
such a physical effect is outlined with a green dashed
line in Fig. 6. Let's define the transfer matrix W42 from
the wavelength A to the electrical voltage A%

1
K T‘lz] (10)
The matrix W43 is a unit matrix that does not change
the dimension of the input quantities. The matrix is
designed to produce a single photodetector output V.
The matrices W41 and W42 simulate the distinctive
feature D4, the structure of which is outlined with a red
dashed line in Fig. 6.

“=lo Al

Electrical

Electrical
— =

voltage | voltage

Optical
_— communication
W -| D) W
Electromotive | > o |Luminous %o inati
Ef:/;‘;e JI_ 0 T'3 | flux @)y 70 E
| | B 741_T -
| 4"’1 [L'l OJ | Wavelength A
0 2
I | _T o
T Redation |

source

Photodetector

Fig. 6. Dimensional simulation graph for a new solution

Let's determine the resource intensity of the transfer
matrices for the distinguishing feature
Rl =/(=1)? + (2)? = V5,Rl,; =
JOFF (22 =5 (12)
The total intensity of the distinguishing feature is equal
to
Rl, = Rly; + Rly, = 275 = 447
(13)

The total intensity of the new solution is equal to
where w; is the weighting coefficient of the feature 7,
wi=0=3 for the highest level of the hierarchy, w; =p=2
for the middle level of the hierarchy, w; =y=1for the
lowest level of the hierarchy, The distribution of features
by hierarchy levels is shown in Fig. 4.

Then the similarity function for the features from
the restrictive part of the claims is equal to

f({D,} n{Dn}) = aRl;, + BRI, + aRl; =
3vV18 +2V10 + 3 - 2 = 25.05.
Then the similarity function for the features from the
distinctive part of the claims is equal to

RI, = RI, + RI, = 9.40 + 2/5 = 13.87
(14)

The resource intensity from equations (7) and (13)
will be used to calculate the similarity function f in

equation
(2). Let the similarity function f of the set of features
Di be equal to

fUD:}) = ZwiRL;,

FUDY —{D,}) = yRI, = 1-4.47 = 447.

We find the degree of symmetry E of the prototype-
new solution pair from Eq. (2)

- F({2INDn)) _
F(DoIND)+ (Do}~ (D) +f (Dn}—(DoD)
259 _ 849 (15)

25.05+4.47

The set {D,}-{D,} is empty, since all the features of the
prototype are included in the new solution and f ({D,}-
{D,}) = 0. In general, the set {D,}-{D,} may be
nonempty. Next numerically we find the novelty
coefficient
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N=1- E=1- 0.849=0.151.

The novelty coefficient is in the range 0<N<I1, the
greater the N, the greater the novelty of the invention.
If the novelty coefficient is N=0, then all the features of
the new solution coincide with the features of the
prototype. A patent for an invention is not issued. The
Ideal End Result (IER) is obtained when N =1. It is
impossible to get the IER, since there is always at least

4. Conclusion

Structural simulation based on the patent
description of inventions makes it possible to establish
a link between TRIZ and patent law. Substance-field
analysis of the claims allows you to build models of the
operating physical principle of devices. The costs of
time and space resources for design are based on the
model. The exponents m and n for Lm and Tn show the
number of integrators and differentiators in time and
space in a dimensional simulation of a dynamic model.
The complexity of the model depends on the number of
integrators and differentiators. The complexity of the
model is numerically equal to the resource intensity.
The low resource intensity with a large novelty
coefficient corresponds to the high quality of the
design. Therefore, it is possible to set the task of
designing a graph of the physical operating principle of
the device with a minimum length and a maximum
novelty coefficient. This problem is partially solved by
the example of flowmeters (Litvinov et al, 2021). The
optimal synthesis of the physical principle of action
based on dimensional simulation is considered in the
work (Bushuev et al, 2021).
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Abstract

Nowadays the competition factor between companies has been essential in their path to innovation. So, firms try
to evolve through continuous improvement methodologies that can significantly improve their activities” efficiency
as well as gain more and more the trust of customers. The Lean philosophy, the FMEA methodology, and the TRIZ
methodology can help companies to achieve these goals.

This article is intended to propose a new model called Continuous Improvement Integrated Model with Innovation
and Management (CI-IMIM). It promotes a strong alliance between the areas of continuous improvement and
innovation as it is specialized in the creation and prioritization of innovative solutions. The FMEA methodology
(Failure Mode and Effects Analysis) focuses on the analysis and prioritization of problems depending on the
underlying risk, the TRIZ (Inventive Problem-Solving Theory) contradictions matrix (CM) allows the creation of
differentiating solutions from the establishment of technical contradictions, the GUT Matrix (Severity, Urgency
and Trend) helps in prioritizing solutions, the Brainstorming focuses on screening solutions through feedback
gathered from workers ‘point of view and the Lean philosophy works as the conducting wire of the entire model.
This model is then applied in a real automobile company. Digital Kanban, Visual Management, and 5S stand out
here as Lean tools derived from the proposed model. It is also important to mention that persuasion and workers”
motivation capacity are crucial.

Conclusions show a significant improvement of 8 out of 10 KPIs. This proves the practical viability of the new
model. The mudas reduction of 14,1% and the 2,2% PCE improvement are KPI improvement examples. For future
PDCA cycles, regular follow-up meetings about the studied KPIs, a bigger task informatization in the company,
and the application of the Lean tools Mizusumashi, Andon e Heijunka are suggested.

Keywords: FMEA, KPI, Lean, TRIZ
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1. Introduction

Nowadays the competitiveness factor between
companies/organizations has been decisive in its path
to innovation and differentiation. This factor is
characterized by the leadership dispute in terms of
created value through critical success factors like cost,
innovative technology, and product/service
customization (Holweg, 2008). The automotive
industry stands out as one of the main target sectors of
this competitiveness improvement. It is considered the
backbone of Gross Domestic Product (GDP) of the
countries (Kaitwade, 2020).

In the second half of the twentieth century, the
Toyota Production System (TPS) appeared in Japan as
a new industrial management philosophy that combines
the organizational management Taylorism principles
with elements like Just in Time (JIT) and Heijunka.
The Lean Manufacturing (LM) concept stands out here
(Holweg, 2008).

In twenty first century, there are many successful
evidences of the Lean philosophy application,
especially in the USA and Germany (Clarke, 2005).
However, the effect of the worldwide SARS-CoV-2
outbreak has negatively aggravated the automobile
sector since 2020. Environmental implications (air
pollution), trade wars (US-China), and tax increases
inherent in the sector are also problem sources even
though the automobile sector has been adapting better
and better to this new reality by using new
technologies (Industry 4.0) and continuous
improvement methodologies (Clarke, 2005; Kaitwade,
2020).

Besides innovation, the growing use of continuous
improvement philosophies with an emphasis on the
Lean philosophy is crucial in the company’s way to
differentiation. Lean production is an essential
philosophy in creating value through the removal of
waste and improving operational performance.
Although Lean Manufacturing is used by weight in a
manufacturing environment, Lean Services have been
increasingly applied since the beginning of the 21st
century. However, a profound change in mentality is
required for the implementation of Lean Thinking in
services, and there is often some resistance to change
in organizations (Andrés-Lopez et al., 2015).
Additionally, Six Sigma has proven to be a useful
philosophy for quality improvement in any industry.
Consequently, productive income improves as well as
customer satisfaction (Raisinghani et al., 2005).
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Thus, the alliance between continuous
improvement philosophies and innovation has
enormous potential, whatever the organization might
be. This alliance is about to be tested in a real case
study in the improvement of a car’s dealer internal
processes namely in the after-sales department.

2. Lean philosophy

The TPS has been the Lean paradigmatic basis
since the Toyota Motor Company foundation. The Lean
Thinking success has been outrageous as the
productivity, reliability, and profitability indexes have
been improving (Shang & Low, 2014).

2 models stand out: TPS house and Toyota Way.
The TPS house describes Lean as a culture with the
following goal: best quality, the lowest cost, the shortest
lead time, the best safety, and the highest morale through
stable, pull, and standardized processes. The Toyota
Way values the people’s role in their environment and
continuous improvement where people are the most
important element in the operational performance
improvement even better than the improvement
methodologies and techniques suitable to increase
production efficiency. In this way, both models are
complementary (J. Liker, 2004; J. K. Liker & Morgan,
2000).

Mudas (literally translated as waste) are concerned
with all types of activities that consume resources and
contribute to Lead Time improvement without adding
value. This means operational waste. There are 7 wastes

according to Ohno: Overproduction, Waiting,
Transportation, Motion, Overprocessing, Stock, and
Defects. Additionally, some authors have been

considering the existence of new waste. This waste
either refers to the goods/services that do not satisfy the
customers” needs or to the people’s sub utilization which
means people’s skills are disused (J. Liker, 2004;
Womack & Jones, 1996). Here Lean Thinking appears
not just as the antidote for waste but also as a valuable
line of thinking which can be divided into 5 principles
(Womack & Jones, 1996): Value, Value Stream, Flow,
Pull, and Perfection. As can be seen in Table 1, mudas
can be characterized from Lean Manufacturing and
Lean Services perspectives.

Many Lean tools can be applied in the continuous
improvement of a company/organization for instance:
PDCA (Plan, Do, Check, Act) cycle, VSM (Value
Stream Mapping), Kanban, Mizusumashi, etc.
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Table 1. Characterization of Lean Services mudas [adapted
from (Andrés-Lopez et al., 2015; Bonaccorsi et al., 2011)]

Corrective
Action

Muda in the
Muda in the LM Analogy

I Example
Services sector ¥

Overproduction  Overproduction  Processing items before Poor planning Levelling

being required
Delay Waiting Pending requests Poor coordination Flow
Transportation
Transportation/ Looking for data and n i
Motion Motion information Poor office housekeeping  Layout change
Duplication Overprocessing Repeme;ietl:ll:cessary Excessive bureaucracy Digitalization
Lack of .
e Stock Fluctuating lead times Demand fluctuations Visual Control
standardization
Lack of customer’s — p poys Poor attentiontothe 1y ot motivation  Planned breaks
focus customer
Obsolescence Defects Error or incomplete work Disorder 58
Miscommunication Defects Transparency inexistence e uf:(o‘:\kd:rlzcmmm Standardization
Under-utilized Under-utilized o o Ineffic Use of workers”
Limited resp i
resourees Tesources skills
p Incfficient q : ap Worker's
Failure Demand iservices Rejected suggestions. Lack of training ot
LR I"cmcm.“ Rejected suggestions. Lack of motivation ST
change goods/services workers.

3. Innovation

Although there is not a single definition for
innovation, this concept is related to creating
something new and different.

According to Tohidi & Jabbari (2012), innovation
appears as a way of introducing new products/services
in the current market as well as new production
processes, new supply sources, or even radical changes
in a certain industrial structure. It is important to refer
that the main goals for innovation are based on new
and disruptive technologies which help in the
improvement of some process flexibility, quality, and
environmental performance. The reduction in energy
and raw material consumption is also a goal (Livotov
et al., 2019; Tohidi & Jabbari, 2012).

The implementation of these new innovative
technologies relies on the capacity of solving a lot of
contradiction factors that appear in conflict with each
other. The TRIZ methodology (Theory of Inventing
Problem Solving) emerges as one of the best ways to
solve these types of problems most effectively and
efficiently. Since it was established by Altshuller, the
practical application of this methodology has proven to
be the most organized and suitable invention and
creative thinking methodology for knowledge-based
innovation (KBI). TRIZ tools like the inventive
algorithm ARIZ, the TRIZ contradiction matrix (CM),
and the 76 standard solutions enable users to easily
generate innovative solutions for their problems
(Livotov et al., 2019).

So, along with continuous improvement
methodologies, innovation has a great role in the
growth, survival, and success of any organization.
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4. New model proposal

This section is intended to illustrate the creation of
a new model specialized in the generation of
innovative solutions with a corresponding action plan
by prioritizing problems and solutions and involving
the company’s employees in the referred solutions. The
new model is named CI-IMIM which means
Continuous Improvement Integrated Model with
Innovation and Management.

Before showing the fundaments of CI-IMIM
model it is important to understand the reason for its
creation (4.2 and 4.3 subchapters).

4.1 Characterization of existing models

Nowadays, there are many models and
methodologies that integrate different types of tools
within the areas of continuous improvement and
innovation. These models are intended to take
advantage of the complementarity characteristics of
each one of the different tools applied together (Bariani
et al., 2004; Toivonen, 2015). The purpose of this
combination of tools in this type of model is related to
the proposal of innovative solutions in environments of
continuous improvement that can solve real problems
in a short period of time and that can prevent potential
failures in future scenarios (Toivonen, 2015).

The Lean Six Sigma philosophy and the
ecological perspective can and should also be
considered in the improvement of processes (Wang &
Chen, 2010; Yen & Chen, 2005).

/Several methodologies/tools have become
evident: the FMEA methodology, the FMECA
methodology (Failure Mode, Effects & Criticality
Analysis), the Brainstorming technique, the PDCA
cycle, the SWhys technique, the Pareto Diagram, the
GUT matrix, the Ishikawa Diagram, the Eisenhower
Matrix, the QFD (Quality Function Deployment), the
FTA (Fault Tree Analysis), the Kano Model and other
quality management such as control charts or scatter
diagrams (Costa, 2018; Dias et al., 2020; Ng et al.,
2017). The FMEA methodology is the one that stood
out the most.

The alliance between the FMEA methodology and
the TRIZ methodology is the most frequent in the
attempt to create differentiating solutions. There are
several examples that prove this alliance: according to
Yen & Chen (2005) the application of TRIZ CM was
fruitful in the search for solutions related to
environmentally unsustainable failure modes shown by

00060
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FMEA,; in the case of Vysotskaya & Dmitriev (2021),
the requirements and basic parameters of the processes
under study begin by being identified and analyzed
either by the FMEA or by the QFD and later the TRIZ
tools emerge as solutions to the technical
contradictions highlighted before in the same case
study.

The alliance of the areas of continuous
improvement and innovation is also very important in
the operational improvement of an organization.
According to the approach of Wang & Chen (2010), the
integration of the Lean Six Sigma philosophy with the
TRIZ methodology helped to improve the process in
the banking services sector. From a DMAIC cycle, the
processes mapped through a VSM and a SIPOC were
analyzed to determine the adjacent problems. Before
applying the FMEA, a Cause-Effect Matrix, and a
Pareto Diagram made it possible to highlight the root
causes of the mentioned problems. Then, the
application of the TRIZ methodology was useful in the
development of solutions, mainly through MC. The
combination of Lean philosophy with TRIZ can also be
successfully observed through the creation of a
continuous improvement model intended to create ideal
solutions in a Portuguese company in the food industry.
Here several Lean and management tools were used
such as the Brainstorming technique, the 5SW
technique, the PDCA cycle, and the Kano model.
Depending on the nature and complexity of the
problem detected, the application of TRIZ problem-
solving tools could be useful through the application of
the 40 inventive principles, MC or Substance-Field
Analysis. The 5S and line balancing can also be used as
solutions (Dias et al., 2020).

4.2 Gaps

As noted in the previous subchapter, there is an
immensity of models that interconnect various tools to
get complementary benefits from them. Most of them
have some gaps. In this sense, many of the models
and/or methodologies of literature are limited.
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The main gaps verified in the previous models are
Table 2. Description of CI-IMIM model parts

New Model - m
: Topic Tool/Methodology
part )

I Problems numerical FMEA (First part of

prioritization FMEA card)
Improvement solutions TRIZ (contradiction
proposal matrix)
: =
Irpprovemen. sgl.uthns GUT
triage and prioritization
Improvement solutions SWIH

action plans
Worker’s feedback

Result analysis of taken
actions

111
Brainstorming

FMEA (Last part of

= FMEA card)

the following 6 (Ng et al., 2017; Sutrisno & Lee, 2011;
Toivonen, 2015):

Difficulty in mapping processes;

Inefficiency in the analysis of failures and risks;
Psychological inertia;

Unknowledge of customer perspectives and
needs;

Proposal of expensive improvement solutions;

Technical contradictions are often without
effective resolution.

s SRS

D (L

Although many of the models mentioned above
manage to overcome some of these gaps, there is no
single model that has the joint capacity to overcome all
these limitations. Considering, for example, the
methodology of Dias et al (2020), it manages to
provide an integration of Lean tools (e.g., 5S) with
management tools (e.g., SW) and innovation (TRIZ).
In this sense, this methodology overcomes the
difficulty gaps in the mapping processes, psychological
inertia, neglect of customer perspectives, and technical
contradictions that are often without effective
resolution. However, the inefficiency in the analysis of
failures and risks and the proposal of solutions for
costly improvement emerge as the biggest limitations
of the methodology. The application of the FMEA
methodology and the SW1H technique would, by
hypothesis, make this methodology even richer.
Considering now the perspective of Costa (2018), the
model incorporates the FMEA methodology, the SW2H
technique, and the GUT matrix, which reinforces the
detailed and prioritized analysis of failures and risks
and the mapping of processes. Despite this detailed
analysis, the solution generation process does not
follow any pattern or algorithm for creating innovative
solutions, and feedback from internal and/or external
customers is not considered.
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4.3 New model structure

This model combines a mix of integrated tools
which provide an intuitive and differentiating line of
reasoning. In this way, it is possible to create
innovative and differentiating solutions that directly
involve the company's employees.

Each of the tools/methodologies used in the new
model is allocated to its conceptual intervention area
(topic) and part of the model (Table 2).

Through this model, it becomes possible to create
solutions with action plans efficiently and innovatively.
Additionally, the gaps evidenced in the previous
subchapter cease to exist.

As CI-IMIM focuses on the phase of problem
analysis and planning of improvement solutions (Plan),
on the development of action plans for solutions and
their implementation (Do), on the monitoring and
analysis of the results (Check), and serves as a starting
point for the discussion of results and the follow-up of
future actions (Act), it seems to fit into a PDCA cycle.

Thus, it becomes possible to create solutions with
action plans associated with their implementation
efficiently and innovatively.

Although the model does not have any original
Lean tool in its structure, the culture of the CI-IMIM
model resides in the so-called Lean Thinking. In this
sense, the culture of waste reduction is implicit in the
model, namely during the process of generating
innovative ideas via TRIZ methodology. Consequently,
the solutions generated can be associated with Lean
analytical tools, for example the application of VSM
along with CI-IMIM model can help to overcome the
process mapping so common gap.

4.4 New model fundamentals

Figure 1 schematically represents the new model
over 4 parts sequentially.

—

Figure 1. Sequence of CI-IMIM model parts

Each of the parts is characterized by a table of
characteristic indicators. The last column(s) of the table
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of each part correspond(s) to the first column(s) of the
following part table. For example, the last 2 columns of
the table in Part I (Table 4) correspond to the first 2
columns of the table in Part II (Table 5). In this way, the
CI-IMIM parts relationship can be called a cascade-
shaped relationship. This connexion between parts of
CI-IMIM favors its use in practice.

a. Part |

CI-IMIM is initialized with Part I where it starts
by considering the problems associated with the
respective root causes (inputs). These problems (failure
modes) are characterized with the service stage and
department in which they are inserted and the type of
agents/employees of the company who are involved in
the occurrence of the problem in the respective service
stage.

Then, the problems associated with the root
causes are numerically prioritized through the
calculation of the associated RPN. This calculation
follows the criteria of the FMEA chart according to
Geum et al (2011).

The severity index (S) measures the severity of
the failure effect caused by the associated failure mode,
the occurrence index (O) measures the probability the
root-cause responsible for the associated failure mode,
and the detection index (D) measures the probability
that the implemented means of control detect the root
cause or the effect of the associated failure mode
before it reaches the customer. The quantitative and
qualitative scales can be found in Table 3. The
classification of indices S, O, and D is between
coefficients 1 and 9. According to the NPR
classification, problems with an NPR greater than or
equal to 200 are, by convention, considered priority

Table 3. Qualitative and quantitative scales of S, O and D
[adapted from (Geum et al., 2011)]

Criteria ($) Criteria (0) Criteria ()
Failure unlikely; : . §
1 NO No effect History shows no High qua!ltyavmmhlc
detection means.
failure
5 VERY SLiGHT  Customernot annoyed; Very slight effect - Rare number of failures  Proven Means of
on system performance likely Detection
5 S Customer slightly annoyed: Slightefect v e e gy Simulated means of
on system performance detection
(Customer experiences minor nuisance; - . . Detection means only
v WER Minor effect on system performance e Ty tested at an early stage
(Customer experiences some Occasional number of Detection means
5 MODERATE  dissatisfaction; Moderate effect on system L created in pre-
. failures likely
performance simulation
‘Customer experiences discomfort; System o Detection means
6 SIGNIFICANT  performance degraded but operable and 01U mumber of compared to other
failures likely e
safe similar systems
Customer very dissatisfied; System Detection means
7 MAIOR performance severely affected but Moderately number of | o 1o otter type
bkl failures likely
functioning and safe of compoenents
S . Disapproved or
] SERIOUS. C““““"""‘mi’;:fg‘:‘;e‘ System Hf‘f]“u’:c“s"l'i’;l“f unreliable means of
mope : i detection
Potenctial hazardous effect; System able . p
9 EXTREME to stop servisse (potentially null Very high number of - No known techniques

performance) failures likely available
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Table 4. Part I from CI-IMIM model

problems and, therefore, move on to the next part (Part
I1). The only exception is related to problems whose
NPR is less than 200, but where the S index is
maximum (G=9) so the associated problem also passes
to the next part. In case of a tie of NPR's, the order of
classification is arbitrary, and it is usual to follow the
order in which the problems were initially presented.

This Part (Part I) can be seen in the Table below
(Table 4) with the indicators "Service Stage",
"Department(s)", "Agent(s)", "Failure Mode", "Failure
Effect”, “S”, “Failure Cause “O”, “Current Control
Measures”, “D” and “RPN”.

b. Part 11

After calculating all the RPN, the problems with
a RPN greater than 200 are the problems which
continue to be analyzed in Part II as they have the
highest priority (priority problems).

Then, the improvement action proposal phase
takes place in CI-IMIM. This phase is concerned with
the creation of innovative solutions using the matrix of
contradictions (CM), one of the main innovation tools
of the TRIZ methodology. This tool allows the creation
of innovative solutions through Inventive Principles
defined according to certain Engineering Parameters of
the referred methodology. According to Altshuller,
there are 40 inventive principles and 39 technical

RPN
Current
Service Failure | Failure Failure
Department(s Agent(s S (0] Control D Index |Classification|
Stage P ® gent(s) Mode Effect Cause
Measures
Likelihood that
- S 1 tl 1 ted Risk
. Elements of the CVC”.ty _O System e lm_p cluette h 15.‘
Departments .\ the failure S o control means | Priority
) . company Consequent failure |Likelihood of| Ways of . )
. | (macro level) in X - - effect i will detect the | Number
Type of . mvolved i the | How the | result of the which |the root cause| detecting | o ) . )
e which the ) e § caused by : i root cause or the| resulting Problem
worker’s . - occurrence of | service |occurrence of causes a | causing the current - L .
. corresponding i . . L the o ) . . effect of the from the | priority order
service the problem in fails the failure certain |corresponding|  service , : i
service stage ) associated L ) ) corresponding | product
) | the respective mode L failure | failure mode failures P
problem occurs i p— failure mode failure mode |between S,
’ A mode before it reaches | O and D
the customer

parameters. These are defined from the identification
of contradictions between parameters which means the
identification of a parameter that is intended to
improve and another that will have to worsen,
contradicting the potential effect from the other.

Thus, the new model focuses on the creation of
recommended corrective actions according to the TRIZ
methodology CM.

After the proposal of solutions, these are sorted
and prioritized with the help of the GUT matrix. This
tool measures 3 indexes: the severity of the impact the
project may have on the company if it is not carried out
soon (G), the urgency of carrying out the project with a
deadline (U) and the tendency of the problem to
worsen over time if the solution is not implemented
(T). This decision support tool fits into the triage and
prioritization of improvement actions. The criteria
used, by convention, in the selection of improvement
solutions is to consider solutions with a GUT index
greater than or equal to 45. Afterwards, these are
classified in order of priority.

This Part (Part IT) can be seen in the Table below
(Table 5) with the indicators “RPN”, “TRIZ
Engineering Parameters”, “Chosen TRIZ Principles”,
“Recommended Corrective Actions”, “G”, “U”, “T”
and “GUT” (includes “Index” and “Classification™).

Table 5. Part II from CI-IMIM model

RPN GUT
TRIZ TRIZ TRIZ Recommended
Index |Classification| Engineering Invention Principles | Corrective G U T Index |Classification
Parameters Principles Chosen Actions
Definition of
Definition of 2 | TRIZ inventive
I.{lsk Chgneetily pngmples. Choosing the S S G Problem
Priority parameters of the | associated with . Improvement | impact that | Urgency to
Number TRIZ the considered LTl solutions design | the solution |carry out the R T 1 Gl Ut
. I 3 : B g X . get worse result | Improvement
resulting |Problem priority| methodology: an engineering . - according to the | could have | solution L .
from the order improving feature | parameters; it is I respective TRIZ on the considering oy (jbetween oy
roduct and a worsening | done throug‘h the principle(s) to mnventive company if it| the time sl EAVETH |javDu 700
bftween S feature de; endilf intersection of RS rinciple(s)  |is n(fjt caSIITied factor oot i
OandD ) on the t}lfjpe of ¢ these parameters problem prer out soon implemented
problem in the matrix of
contradictions
15
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c. Part 111

The referred improvement actions are then subject
to action plans that define the description of what the
solution is ("What?"), the reason for its creation
("Why?"), in which department the employee works ("
Where?””), when does it act (“When?”’), who is
involved (“Who?”) and how to carry out the action in
practice (“How?”). Here in Part I1I, the SW1H
management tool will be used. This can be seen in
Table 6.

Before implementing the solutions, some of the
company's employees will give their feedback about
the referred solutions. Involving people is, therefore, a
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Brainstorming and Kaizen meetings will be held
to assess the acceptance of the company's workers
involved in the solutions described so far.
Consequently, the solutions with positive feedback
move on to the next part (Part IV) which is the
implementation itself. Solutions that may be considered
useful in the long term do not move on to the next part
of the new model since the solutions to be implemented
only concern short medium-term improvement actions.

This Part (Part III) can be seen in Table 6 with the
following indicators: “GUT” (includes “Index” and
“Classification”); “Sorted Corrective Actions”
(incorporates “What?”, “Why?”; “Where?” “When?”
“Who?” “How?”” and “How much does it cost?””) and

“Feedback” (includes “Approval” and “Decision”).

Table 6. Part III from CI-IMIM model

GUT Sorted Corrective Actions Feedback

Index | Classification | What? | Why? | Where? How? Who? When? Approval Decision
Product Department 3 .

result Improvement | Description r:[e‘lls]gn or worker c‘:‘t“zﬁnﬁfl Pecr}i:?scm Improvement Worker opinion|Approval of]
between |solution priority|  of the © where the |© ne | Ee. prov regarding | the solution

. for the . the solution| involved in period .
G,Uand order solution | . solution |, . o solutions (©/®)
solution in practice | the solution
T operates

critical piece in the acceptance of project solutions.

d. Part IV

After having decided on the solutions that will be
implemented, Part IV (Table 7) takes place in the
model. Here, the respective results are measured. It is
necessary to remember which modes, effects, and
causes of failure justify the implementation of such
improvement solutions. Control measures are also
illustrated and updated here.

Finally, the implemented actions will be (as in
Part I) subject to a numerical evaluation by calculating
anew RPN (RPN"). The criteria used to calculate the S,
0, and D indices in Part I are repeated here in Part I'V.
Then, the RPN' will be compared with the previous
RPN to verify the positive or negative impact of the

action taken to solve the corresponding problem. This
phase concerns the final part of what is usually present
in the FMEA chart. Additionally, there is a last column
with a value which corresponds to the difference
between the previous RPN and the RPN' along with an
arrow depending on whether the NPR has gone up or

down.
This Part (Part IV) can be seen in the Table 7 with
the following indicators: “GUT” and “Result of Taken
Actions” (includes “S’”, “O"”, “D"”, “RPN"” and
“Comparison with previous NPR”).

Table 7. Part IV from CI-IMIM model

Feedback Respective| Respective Respective| Updated Result of Actions Taken
Implemented . : .,
Solution Failure | Failure | Failure | Controls I - b
Approval | Decision Mode Effect Cause | Detection R’ P N’ RpN- |Comparison wit
previous NPR
. Likelihood that the
Severity of . .
Proposed System the failure implemented Risk
) P . Consequent| . © Updated Likelihood of| control means will | Priority Comparison of
. solution that is . failure effect } o
Worker | Approval . result of the: . ways of the root cause |detect the root cause| Number Risk Priority
. going to be | How the which } caused by . .
opinion | of the : occurrence detecting causing the | or the effect of the | resulting | Numbers before
. . mplemented | service causes a the . .
regarding | solution . of the . current - corresponding|  corresponding from the and after
) ) and that 1s fails 3 certain associated N ) .
solutions | (©/@) ) failure : service : failure mode |failure mode before| product implemented
valued by failure o failure ) R . X
: mode failures after solution 1t reaches the between S, solutlans[lr/*)
workers mode mode after N
customer after Oand D
solution .
solution
16
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4.5 Practical Application Instruction prioritization, solutions” action plans and solution’s
monitoring and implementation. As it can be seen in
As CI-IMIM model practical application is very Figure 3, these steps correspond to stages 6 to 10.
promising, it built a generic methodology that However, if it is intended to integrate the model in a
represents the practical application instruction along practical application scenario is also important to first
with CI-IMIM model (Figure 2). Its specific steps are understand the path to this identification of problems as
included in detail in Figure 3. well as it is essential to understand the path after
-0
T
Y
T e et )  Co e T s |
PHASE | (Initial Phase) |~ | PHASE Il (New Model) I | PHASE 1lI |
P 1 (Final Phase) |
.- 3 N |
A
= | N
EEEE ¥ '
[ I I
——————————— e - — — e I |
Part | Partll  Partslll
and IV
Figure 2. CI-IMIM practical application instruction
Customers’needs Srategic Goals Firm’s processes Problems
Identification Definition Characterization Identification
Problems Analysis
— —
Final Results I
Presentation
I NEW
MODEL
(CI-IMIM)
10
So_lutipn's Solutions” action Slnl'\r;.rover_lr_n?nt Improvement I
monitoring and plans olutions lriage Solutions Proposal
implementation and Prioritization I
Figure 3. Description of practical application instruction stages
Through the previous explanation of CI-IMIM discovering the improvement solutions via CI-IMIM
parts, it becomes clear that the new model includes the model.
following 5 stages: problems triage, improvement The methodology shown in Figure 2 is organized
solutions proposal, improvement solutions triage and into 3 Phases (I, II, and IIT) with 12 Stages (1 to 12). As
17
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it was referred, the new model parts (I, I, III, and IV)
correspond to stages 6 to 12 from Phase II. In addition,
this methodology is based on a PDCA cycle. As it can
be seen, the “Plan” includes the first 8 stages while the
“Do” encompasses another 2 stages (9 and 10), the
“Check” incorporates the 11th stage, and the “Act”
corresponds to stage 12. Besides, the “Check” stage is
either done simultaneously with the “Do” phase or at
the end.

In general, the “Plan” step includes the customers’
needs identification, the strategic goals definition, the
internal processes characterization, and the problems
and solutions identification, analysis, and prioritization.
The “Do” step involves the solutions” action plan and
implementation whereas the “Check” step is related to
the solutions monitoring and results presentation. The
final step “Act” corresponds to the discussion of the
obtained results and the follow-up actions. The new
model incorporates part of the “Plan”, and all “Do” and
“Check” steps. This can be seen in Figure 3.

So, the integration of the CI-IMIM model in case
studies proves to be an asset in decision making
regarding innovative solutions in continuous
improvement environments, which allows for solving a
certain number of problems of any company or
organization.

5. CI-IMIM in practice

After the theoretical explanation of CI-IMIM, it is
time to apply the new model in a real case study. In this
way, a case study is about to be carried out in a
Portuguese car maintenance company. So, the
validation of the new model is about to be studied here.

This case study occurred between March and
July (2021). Although this case study followed the
referred practical application instruction, this
article aims to study Phase II in more detail as new
model parts correspond to stages 6 to 10.

5.1 CI-IMIM background

In Phase I, it is important to have an initial notion
of the most critical aspects for the customer in terms of
service quality. In this context, a Critical to Quality
Tree (CTQ) tree was built, representing the 3 After-
Sales macro departments (MECHANICS, COLLI-

SION and PARTS). This CTQ (Figure 4) served as
the basis for translating the customers” broad needs
(internal and/ or external) into specific, actionable, and
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measurable performance requirements. It is possible to
see that the Voice of the Customer (VOC) has 5
different CTQ aspects. All CTQs have a direct relation

CTQ (Critical to Quality Trees in After-Sales Dep.

voc Drivers Reguirements c1Q’s Target

- q Enough to get a -
- § Waiting Time dissatisfied customer Minimum
| Time ] R
/ . inimum
! | . " Higher than the time .
/ Service Time| between appointments . I
f interruptions
Intervention with Without

INEFFICIENT fi Intervention [N
AND LOW P Effectiveness Defects reclamations

SERVICE A B Communication|

Effectiveness

K

Lack of
interdepartmental
communication

\ Materials [l Lack of knowledge of Assartivity
Know-how processes and products

Transparency

with external customers except the CTQ “Lack of
interdepartmental communication” which is directly

Figure 4. Customers’ needs identification via CTQ tree

associated with internal customers.

After absorbing the most critical needs of the
company's customers, it becomes essential to define the
strategic objectives which the company is intended to
achieve. In this way, a Balanced Scorecard (Figure 5) is
built where a strategic map and SMART (Specific,
Measurable, Attainable, Realistic and Time-Bound)
KPI's are shown. The strategic map interrelates 7
different strategic goals organized according to their
point of view: Financial, Customer, Internal Business
Processes and Learning and Growth. Besides, there are

SMART KPI'S

KPIL: Average number of
sales/seller of private customers
KPI2: MNumber of sales to micro
fleets and proximity fleets

STRATEGIC MAP

01: Increase
Productivity of
Sellers

Increase
Invoiving in
Collision dep.

Finance

KPI3: Number of VO sales with more
) | than 2 years of registration
KP14; Number of VO sales with less

02: Increase
VO's Sales

than 2 years of registration

KPI5: Number of quick service entries
KPI6: Net Promotor Score (NPS)

KP17: Commaodity Selection Index (CS1)
KPI8: Initial Waiting Time

KPI9: Customer waiting time for the
vehicle after arrival at delivery

KP110: Distance traveled by the
receptionistin customer service
KPI11: Time of interruptionsin the
processing of works

03: Increase
External
Customer Intake

Customer

05S: Improve
Communication in ]
After-salesdep.

06; Reduce .

Operational
Waste

KPI12: Process Lead Time (PLT)
) KPI13: Pracess Cycle Efficiency (PCE)
KPI14: Mudas (%)

Internal Processes

KPI15: % workers with correct use
of the service distribution board in
the Collision dep.

04: Increase
Collision
Productivity

07: Encourage
the Lean culture )
in workers

KPI16: Autonomous adhesion to 55

Learning and Growth

Figure 5. Balanced Scorecard of the company
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specific KPI's related with the referred perspectives
and goals. After meeting with the top management, it
was decided to focus attention on the 5th Strategic
Objective regarding the improvement of
interdepartmental communication in the After-Sales
department. There are 10 relevant SMART KPIs (KPI5
to KPI16 except KPI15). All these KPIs are directly
related to the work of the receptionists.

As previously mentioned, the observation focused
on the MECHANICS department (Reception, Car
Repair, and Car Wash). Reception is the first
department for direct contact with external customers.
3 receptionists, the Head of Car Repair department, and
the mechanics are the active company's agents in
Reception. In customer service situations there can be 3
different situations: scheduled appointments (priority),
unscheduled appointments, and no appointments.
These appointments typically concern overhauls,
repairs, and car rentals, among others. The customer’s
request is organized through the customer file which
incorporates the Repair Order (RO) and other relevant
information about the appointment and the process.

In the Car Repair department, there are 8
mechanics and 1 Head of Car Repair department. Both
interact actively in this department as well as with the
receptionists and the Parts Clerk at MECHANICS.
Each mechanic starts by cleaning the place of work and
starts a new service after having gone to pick up the
vehicle at the park. In the intervention itself, mechanics
follow a preventive maintenance plan for overhauls and
corrective maintenance for repairs.

The Car Wash department is coordinated by an
outsourced company with 3 washers. Both the
receptionist and the mechanic can access them here if
they need to know the location in a queue or if a
vehicle is ready or to transport a vehicle to/from this
department.

The identification of problems occurred though
internal documents, which were carefully analyzed,
and the following Lean tools: direct observation
(including Gemba Walks), VSM, Spaghetti Diagram,
and 5S Checklist. Surveys and SIPOC were also used.
Some of the Current State VSM results are presented in
Table 8. The results indicated 37,9% of muda if it is

Table 8. NVA and VA time in Reception (Current State VSM)

Non-Value-Added Time (NVA)

Value-Added-Time (VA)

External NVA Internal NVA

06:37:33 02:27:43 14:54:43

72,91 % 27,09 %

19
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considered the total time of analysis of 24 daily hours
(8 hours per receptionist). Here, 7% was a necessary
waste. After identifying all the problems in
MECHANICS (34 in total), it was time to analyze
them and distinguish causes and effects.

The problems identified were then deeply
analysed through the Ishikawa Diagram and the
SWhy's technique. In this way, it was possible to get all
root causes of the problems in the company.

After 15 root causes had been identified, it was

LESS URGENT
s

Inappropriate
procedure

Lack of PPE's

VERY URGENT

VERY IMPORTANT

Failure to follow
procedure

IMPORTANCE

LESS IMPORTANT

tructure of the

cancession badly defined Call Center aperators

URGENCY

Figure 6. Eisenhower Matrix for identified root causes

useful to decide the most important root causes for the
company according to OS5. So, it was necessary to
carefully choose the root causes to fight by allocating
them in an Eisenhower Matrix (Figure 6). The criterion
for choosing the root causes to fight was centered on
choosing the most important causes for the company's
performance. Thus, the priority quadrants are the top
quadrants: Quadrant II (+ Important and + Urgent) and
Quadrant I (+ Important and — Urgent). The causes
allocated in Quadrant II are the following: "Lack of
compliance with procedures", "Inappropriate
procedure"”, "Lack of communication mechanism
between Reception, Car Repair, and Car Wash", "Lack
of PPE" and "Bad schedule planning”. These are the
1st priority. Those with 2nd priority correspond to
those in Quadrant I: “Resistance to change” and
“Wrong management of priorities and tasks by the
Head of Car Repair”. The next phase (Phase II) was
responsible for the application of a new model where
the problems associated with the most important root-
causes are studied.
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5.2 CI-IMIM application

Phase II focuses on all the steps involved in CI-
IMIM. Before applying the new model to this case
study, it is important to point out that the inputs to the
model are based on the corresponding problems of the
previously most important root causes.

Since the new model is intended to provide a
creative and innovative vision of solutions organized
by priorities involving people in them, this model will
be applied to help achieve the strategic objective of
improving interdepartmental communication in APV
(09).

After using the Eisenhower matrix to qualitatively
sort out the most important root causes for the strategic
objective in question (O5), the corresponding problems
will be deeply analyzed to be prioritized quantitatively.
In this way, the inputs of the CI-IMIM are the

problems associated with the previously screened
root causes.

20
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As can be seen in Table 9, the service stages are calculated from the product between the indices G, O,

communication, worker procedures, schedule planning,

and D. Then, the problems are sorted in order of

Table 9. Part I from CI-IMIM model: application

RPN
Quadrant Service Stage | Department(s)| Agent(s) Failure Mode Failure Effect s Failure Cause o Current Controls Measures D | Index Classification
Recept " Wrang timing in customer | Long waiting time to pick up the
CCSPOODISIS - one call for vehicle vehicle after indication of the 6 7 No ) 3
and mechanics . §
delivery Reception that vehicle is ready Lack of communication
mechanism between
Reception, Car Repair and
MECHANICS Long distances traveled by workers| ¢ Washing s o 9 3
Receptionists, Lack of knowledge of the | hen delivering the vehicle
mechunics and  repairiwash status und
wushers Tocation of the velzicle
Mispl e ! .
feplacement of keys on the 5 | Failure to follow procedure | 6 No ) 3
Keyehuin
MECHANICS | Receptionists Keys located an QI trays [COfusion when scarching for keys) 3 No 9 108 17
i and other documents
”ﬁPl\d OFCar g eces v approval of Inappropriate procedure
aid OR by the Head of Car 9 No 9 1
mechanics and
Repair
X receptionists
"“‘ff;:::g o | MECHANICS Delays in pracessing works 6
Receptionists' poor
Mechanics and  understanding of o | Yes (Receptionists usually confirm the | o "
receprionists  documents filled in by docaments from mechanics)
mechanics
- After-Sales  Lack of confirmation of . T
 Billing MECHANICS |responsible and email data reparding ORs | Delay in receptionists tasks 4 7 [fes (Receptionisis check this sitution in) g 140 16
Confirmation ; E ; g their emails)
receptionists  provided by receptionists
A pri Vehicle poorly washed or Yes (sometimes it is detectod, and the
17 Pri " o | Receptionists o e : i i 5
| Car defivery | MECHANICS delivered without being Faarly performed service 6 5 vehicle goes back to Washing o iteven | 5 150 15
IMPORTANT b and washers a : 3
ond + washed doesn't come hack}
URGENT)
Start of . - Delays in the beginuing of the
mechanical MECHANICS | Recponists  Lack of work ioside the | ooy corvice atthe Car | 4 3 [fes Mechamic detects (his when loking 24 b5
" and mechanics wehicle M for a vehicle 1o start a new sarvied)
operation epair Failure 1 follow procedure
Warranty Yes (Receptionists or Head of Car
N t'm" " MECHANICS | Receptionists Outdated Symptom Cade Return of warranties 7 3 Repair validate warranties hefore 3 63 20
reatmen sending it o the Warranty Center)
Lack of prior planning [V B burcaucraticl ¢ 7 Na 9 4
! "“‘":“g Mth | ECHANICS | Receptionist
customer Lack of agile allocation of [ Misallocation of wehicle return
e : G H No 9 9
wehicle delivery time hours
Disinfection performed at
the end of customer
reception instead of Lack of focus on neweomers | 4 8 No ] 7
oceuming imncdiately
after inspection
Customer serviee | MECHANICS | Receprionists Tack of focus on moweomers B 4 No 9 108 19
High number of daily and - 5 Bad schedule planring 5 o o i
pending tasks
High number of missed calls | § g | Yoo (by rocording missed calls onthe | 60 21
& phone)
Repair dep. Lack ol sufety in the work :
Car Repair dep. | \ypeyaNIics | Mechanis 10K O3ufew i thework | e impact on worker health | 9 Lack of PPE's 2 Na 9 162 14%
works cnvironment
MECIHANICS, el e Yes (in the departments where S8 is
COLLISION and B —— e s 8 | implemented there are sandards w be | 6 1"
o PARTS Parts clerk F followed)
Organization of
tasks Ineti 1§ icati bet
. nefficient communication between
I (;:“k “ndM“h"l'“‘:’ it 8 QUOle A ¢ i and Paris Clerk aw the | 6 ) 5 Na 9 10
mechanics the pans counter i Resistance to change
b !
Priority ( Recoprioniss depend on | o fom
IMPORTANT the Heud of Car Repair in )
| teceptionists to the Head of Car | 3 8 No ¢ s
and - Head of their high number of —
URGENT} . o | Pl pending tasks ¥
MECHANICS | Repair and
. receprionists
Tead of Car Head of Car Repair . ons £ "
Repair depart. rol depends on the Frequent intefrptions ftom Head |- 5 7 No ? 6
of Car Repair to the receptionists N :
recoptionists Wrong management of
priorities and tasks by the
cads o crsoms Heud of Car Repair
MECHANICS and o0 of cor Poor inerpersonal |\ gicion cammuanication between e
Repair and  relationship between micro] 5 4 No ] 180 13
COLLIS macra deparunents
receptionists departments

task organization, and the role of the Head of Car
Repair department. Although the study focuses on
MECHANICS, the problems under analysis also
encompass agents from COLLISION and PARTS as
they are related to MECHANICS. The agents involved
are generally receptionists, mechanics, the Head of Car
Repair department, Parts Clerks in MECHANICS, and
washers. The problems’ RPNs under analysis are

21

priority according to the numerical value of the
calculated NPR. In case of a tie in NPR, the first
tiebreaker is the Eisenhower Quadrant in question,
otherwise, the ranking order does not matter.
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Consider, as an example, the failure mode “Wrong
timing in customer phone call for vehicle delivery”.
This failure mode occurs when the receptionists make
this phone call right after receiving the customer file
from the mechanic. So, the agents involved are the
receptionists and the mechanics. Because of this failure
mode, the failure effect corresponds to a long waiting
time to pick up the vehicle after the indication of the
reception that the vehicle is ready. Then, the indices S,
O, and D are calculated with the results of 6, 7, and 9.
These values mean that this problem triggers a
discomfort to the customer that usually occurs

moderately in which there are no means of detection
used by the company to prevent such occurrence of
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failure. The RPN index has a high value of 378 which,
compared to other NPRs, makes this problem the 3rd
most serious problem. So, this problem moves to the
next part of the model (Part II), in 3rd place.

From the 22 problems identified in Part I, only 13
went on to Part II (60% of the problems identified). It
should be noted that all 1st Priority problems (+
Important and + Urgent) affect only the MECHANICS
department.

Steps 7 and 8 correspond to Part II of the CI-
IMIM. As there are 9 priority problems, these will be
analyzed via TRIZ CM which helps in the proposal of
innovative solutions for the company. In this way, the
inventive principles that matter are responsible for

Table 10. Part II from CI-IMIM model: application

RPN GUT
Index | Classification P Lo e B snion R tiianciptes Recommended Corrective Actions G| U T Index Classification
Parameters Principles Chosen
. . [28] Mechanics . .
Tmproving “Loss of time” (25); s Change procedure (work approval by receptionist) 4|5 3 60 8
486 1 worsening “Difficulty of 18,28,32¢ 10 = n - i it
detecting and measuring” (37) [10] Preliminary action | TTifing of receptionists regarding the approval of works | | 5 3 16 16
| derived from the car Repair |
(4] Asymmetry Mativate workers o contact cach other (transparency of |, B 16 2
information)
[28] Mechanics Digital means to receive vehicle status information (eg app, 5 5 4 |
Improving “Lass of time” (25); substitution | excel, ete.) | N
432 2 vorsening “Ease of operation™ 4,28, 10 ¢ 34 . . “rea i Ve C
worsening “Ease of operation’ e [10] Preliminary action Create a virtual vehicle control board from reception to 4 4 4 64 6
(33) - delivery (eg app, excel, etc.)
[34] Discarding and | Washing paper sheet used in the service distribution board 7 . e o
recovering (Car Repair) instead of being thrown away to the trash
Energizing receptionist: he/she only makes the phone call
. . 15] Dy N afler getting definitive information about the vehicle being 5 . 40 Is
Improving ; ‘Adaptability (35)‘:‘ . [13] Dynamics ready; he/she moves into the Car Repair and/or Washing -
378 3 worsening 0:3\;;: complexity 15,29,37¢ 28 departments
[28] Mechanics Digital means to receive vehicle status information (e.g.,
- 5 5 4 2
substitution app, excel, etc.)
[24] Mediator | Plan in a shared way with other receptionists (camwork) | 3 | 4 | 4 48 10
o - ) . Print an expected sheet of information to be needed the 3 N o
Improving “Loss of information [26] Copying following day per customer 2|3 2 12 26
378 4 ** (24); worsening “Loss of time” 24,26,28¢ 32 28] Moobemi |
(25) 28] cchanics Create ready-made inputs for future works 3 3 2 18 21
substitution
[32] Colour changes | Planned ROs with different colors from unplanned ROs | 2 | 2 | 2 8 29
[35] Transformation of |Building a priority framework for the Head of car Repair to 4 3 2 24 18
propertics streamline their tasks in the right way
Improving “Reliability” (27); T - - — T 1
360 5 - 3,35, E a 4 4 i
d Worsening “Adaptability” (35) 1 8e24 [8] Anti-weight Distribute and dLﬁ"erenlnl:ﬁI:::n priorities from individual 3 3 5 18 22
[24] Mediator Training receptionists on some topics 4 4 3 48 11
. . [28] Mechanics Planning the Head of Car Repair’s dep. agenda in
Improving “Loss of time" (25); subsitution accordance with the receptionists’ planning s .
315 6 worsening “Ease of operation” 4,28, 1034 = = T
(33) [10] Preliminary action |[Pi4ing & priority famework for the Head of car Repairto} , | 5 3 3 7
streamline their tasks in the right way
Improving “Adaptability” (35); .
288 7 worsening “Ease of operation” 4,28, 10 ¢34 [10] Preliminary action | eriomm Disinfection soon afler inspection in the presence | , | 5 | 4 48 12
G3) of the customer
Dynamizing washer: washer puts the keys in the right
[15] Dynamics place, informing (computer-aided with a beep) the 55 4 3
Improving “Reliability” (27); receptionist of the vehicle ready | | ]
270 8 worsening “Ease of operation™ 15,34, 1¢ 16 [34] Discarding and Key placement must be done in the right place on the
3 3 2 18 23
(33) recovering keychain
(1] Segmentation Division into 2 subtasks: plncerkey in the keychain and 3 3 5 18 24
notify the receptionist personally
sing “Reliability” (2 . 9 .
270 5 Tmproving “Reliability” (27); 10,30c 4 [10] Prefiminary action Construction of a task board with tasks for cach 3|l . o 5
worsening “Loss of time”™ (25) receptionist
ving . g " (35); A 3 ‘allocate e ays availa echa
270 10 Imr\rfmng hArlapnb_qu “( 5) 10,30 ¢4 [10] Preliminary action Hire/allocate someone to be always available to mechanics 5 5 4 4
worsening “Loss of time” (25) (Dynamic Parts clerk)
[24] Mediator Put post-its on pending works 3[4 ] 2 24 19
Improving “Loss of information — T T
240 I - (24); z L f time™ 24,26,28¢ 32 i n o A
(24); worsening “Lass of time n e 28] Mechanics Conduct weekly 55 internal audits at the Reception 53| 3 45 14
(25) substitution
- . [ Define working hours with more breaks and social spirit ‘
Improving “Loss of encrgy” | [10] Preliminary action e e e ers b 2|3 2 12 27
225 12 (22); worsening “Productivity” 28,10.29¢35 = % + 1 —
(39) [29] pneumatics an Have more comfortable chairs at the Reception 2|3 4 24 20
hydraulics
- . o 5 [19] Periodic action Make the use of PPE's recurring in the Car Repair 3 4 4 48 13
mproving “Object-generate 1 ati F bl 1 | 3 1 3 1
162 14+ harmful factors™ (31); worsening 19,1¢31 m ation Hevelc elEEEa = = & 2
“Device complexity” (36) [31] Porous materials Buy PPE of porous material 301 2 6 30
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suitable improvement solutions. In this sense, there can
be so many improvement solutions for the same
problem depending on the number of invention
principles applicable to the problem. However, not all
inventive principles are applicable, so it is important to
select them before moving on to the solution. After the
improvement solutions have been noted, they are then
sorted using the GUT matrix that classifies them
according to the G, U, and T indexes. Finally, the
improvement solutions are screened by importance. All
of these features can be seen in Table 10.

Consider the example of the problem
“Unnecessary approval of RO by the Head of Car
Repair department” according to Part I. This issue is
associated with the “Inappropriate procedure” root
cause. To propose a differentiating solution that valued
less wasted time, it was decided to worsen the
convenience of use, on the other hand. Thus, the
application of the matrix of contradictions of the TRIZ
methodology suggested 4 inventive principles:
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mechanical vibration (18); mechanical substitution
(28); color changes (32), and preliminary action (10). It
is easy to see that mechanical vibration and color
changes correspond to physical inventive principles
meaningless to the associated problem. Thus, these are
disposable and the other 2 were chosen for
improvement proposals. According to the principles of
mechanical substitution and preliminary action,
respectively, the solutions were to change the
procedure (Change procedure — work approval by
receptionist) and training of receptionists regarding the
approval of works derived from the Car Repair
department. Both solutions are quite valid even though
when they are classified according to the GUT matrix,
only the first one is considered a priority since it has a
GUT index of 60 >= 45. After all GUT indexes have

been calculated, it was found that this solution
occupied the 8th position in terms of the priority of
solutions.

Table 11. Part I1I from CI-IMIM model: application

23

GuT Sorted Corrective Actions Feedback
Index | Classification ‘What? Why? | Where? | How? ‘Who? ‘When? Approval Decision
100 1 Digital means to receive
| vehicle status information (e.g.
100 2 app, excel, etc.)
Dynamizing washer: washer
puts the keys in the right place, Avoid wasting receptionists’ N . e
N N g receplionists’ Reception and Car Create a Digital Kanban board to N .
2 - B B Vas ares ccond half Jul: Overall added vals
100 3 informing (computer-aided time and energy Repair’s compulers control vehicles by repair status CRIRTL I s oy verall added value
with a beep) the receptionist of
the vehicle ready
Create a virtual vehicle control
64 6 board from reception to
delivery (e.g., app. excel, etc.)
-
Hirelallocate someone tobe | oy o iine mechanics' ) Place Parts Clerk with an active role in ‘ Need to test with extra
100 4 always available to mechanics Car Repair ; ) Top management |September/October?
N : N time the Car Repair (Mizusumashi) parts clerk
(Dynamic Parts clerk)
Planning the Head of Car  Avoid wasting both time and| oy oo o | Situstion points between the Head of |0 co oo o This type of control
80 5 Repair’s agenda in accordance|  try avoiding unforeseen B Car Repair and receptionists for End of July 3
N 5 N - = receptionists P b dep. prevents future problems
with the receptionists’ planning events wvehicles in the Car Repair
o L i i ey umaly ot nch
Washing paper sheet used in of paper that would be Ihey usually p )
o . N the "Washing” tab of the service N
the service distribution board | thrown away and that helps | Car Repair’s service . B 5 = 5 5 Necessary practice which
64 7 e : : ! . distribution board after having taken | Vasco Soares Second half July
(Car Repair) instead of being | the receptionist to know distribution board e follows procedure
: A vehicles to Washing; works as a
thrown away to the trash which vehicles arc in the 3
Washing department contingency plan for the Kanban virtual
s board
. Avoid wasting time in ’ . ) .
60 8 Change procedure _(u_mk processing works that eotte Reception Put works directly fron_l the Car Repair |Head of Car Repair End of July More practical
approval by receptionist) to Reception dep
from the Car Repair
) i Help managing and planning Create visual management sheet I
60 9 Construction of a task board | ™" G tasks and Reception regarding ROs by RO siatus and by | Vasco Soarcs | Sccond half July | MO™iering ROs becomes
with tasks for each receptionist A o more efficient
priorities priority of receptionists
I Promote sharing moments at the end of Appointments for the
m 10 Flag s kared s a iy Plan for the next day Reception each day related with next day Vasco Soares | Secood half July | following day are always
other receptionists (teamwork)
customers very I"l?ﬂl'lph:lﬂ
it e DO Have weekly training sessions on topics
Training receptionists on some| Head of Car Repair and Y g 568 opics After-Sales y There are many other
48 11 N Reception such as warranties, fleet management, ¥ September/October? L .
topics increase the autonomy of responsible trainings pending.
. continuous improvement, etc.
MWPIIGIIJSIS
Motivate workers about improving
Perform Disinfection soon service efficiency with this procedure
48 12 after inspection in the presence|Increase focus on newcomers|Receptionists” inspectionby alerting them to the waiting time that, ~ Vasco Soares Second half July Logical procedure
of the customer newcomers have with disinfection at the
end
m 13 T\dulfc t}?: use ({E PPE's ) In:rmuj U‘n: ml‘ny.' of Car Repair Buy PPE's and make workers aware of Al.icr-S.:flts Without defined datel Nfud for gloves of
recurring in the Car Repair mechanics' operations the importance of their use responsible different material
Conduct weekly 5S internal |Increase the efficiency of the b ok
45 14 . o S ¥ Reception Create 58 program Vasco Soares July and August valued, so 58 should be
audits at the Reception receptionists” work encouraged
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Figure 7. Digital Kanban Board in Excel

From the 13 problems, 30 solutions for
improvement emerged. Here only 14 went on to Part
IIT (about 50% of the total solutions defined). And here
the “Plan” step ends.

Steps 9 and 10 mark the 3rd part of the application

endorsement to the solutions that were effectively
decided to implement.

In this sense, the following solutions are

considered in order of priority:

of CI-IMIM to this case study (Part III). These steps 1. Digital Kanban board to control vehicles by repair
relate to the “Do” step of the PDCA cycle in play. As status (7 different repair status in Figure 7);
can be seen in Table 11, the improvement solutions 2. Regular meetings between the Head of Car Repair
(ordered by priority) are detailed using the SW1H tool. department and receptionists for vehicles in the Car
In this context, the action plan of the improvement Repair department;
solution is detailed according to the questions “What?”, 3. Motivate workers to put the RO's sheets (which they
“Why?”; “Where?”, “How?”, “Who?” and When?". usually put in the trash) in the Washing tab of the

As can be seen, of the 11 solutions, 7 of them had service distribution board after the service is
positive approval from the company's workers. finished and before taking vehicles to the Washing
Feedback from employees was obtained from 2 (contingency plan for the Digital Kanban board);
independent brainstorming moments: a formal 4. Orientate customers’ files directly from the Car
brainstorming with a receptionist, a mechanic, the Repair department to the reception department;
Head of the Car Repair department, the person in 5. Create Visual Management sheet (task and priority
charge of Quality (intermediate management), the head planning table) regarding RO’s by RO status and by
of the After-Sales (intermediate management) and the priority of receptionists (Figure 8);
General Director (top management) and a series of 6. Motivate workers in improving the efficiency of the
informal brainstorming sessions with the company's service with this procedure, alerting them about the
employees for whom the solutions had the greatest waiting time that new arrivals have with the
impact. In this way, the satisfaction of the company's disinfection being carried out at the end;
internal customers is more easily achieved since each 7. Create 5S program to create new continuous
of the company's workers got involved, giving their improvement routines in Reception (Figure 9).

[AtéSdias | De6aiSdias | Del6a30diss | De31a60dias | De61a90dias |De91a180dias TOTAL
Alexandre Luis 3 17 28 £l 1 0 58
Apagar FECHADAS \ s‘s.".“"';"’ : "’ : : : : :
e[ ; : s : . N us

Verificar viatura ndo
pega//Entrou em

Alexandre Luis

De62a15dias 15/jul

3737

Alexandre Luis

Viatura em Reainty e em
frio as rotagdes sobem e
descem

3738 152237

Margarida Ferro

De 63 1Sdias 16/jut

De62a15dias 16/pu!

CLT queixa-se por vezes
ouve um estalo b frente
Qquando acelera mais

374 AH20MX

Alexandre Luis

66,20 66,20 Deé2a1Sdias 18/

Figure 8. Visual Management sheet in Excel
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5.3 CI-IMIM Validation

After having implemented all 7 improvement
solutions together, several types of results were

obtained:

results from Part IV of CI-IMIM, data from the
New Current VSM, and other indicators. This step
corresponds to the “Check” of the PDCA cycle.

Regarding the results from Part IV of CI-IMIM,
these are present in the last 2 columns of Part IV. The 7
solutions are here associated with the respective mode,
effect, and cause of failure (also present in Part I of the

Kaizen Work p Verbal Brainstorming Internal Audit

42 S (SEIKETSU — STANDARDIZE — Padroni;

X
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AENTE SEMANALMENTE | MEN:

Inspeg3o dos 3
primeiros S's (Utilizac3o,
Organizac5o e Limpeza)
izago final do
local de trabalho no
final do dia
Limpeza do espago de
trabalho no final do dia
Atualizar OR's em curso
igital
Refresh Kanban
(Dashboard Oficina)
Ponto de situagio de
ndio conformidades pés
auditoria (5-15 min)
Arrumag3o ordenada do
Arquivo

.. Z

Figure 9. 5S Program (Kaizen Workshop + Verbal Brainstorming + Internal Audit)

new model) to facilitate the calculation of the new NPR
indices (NPR"). Part IV is shown in Table 12. It should
also be noted that these 7 improvement actions aim to
combat 9 failure modes.

According to Part IV of CI-IMIM, all the
proposed solutions had a positive effect on the problem
they were intended to solve. The calculation of the
NPR’ followed a subjective criterion. The solutions
“Digital Kanban board to control vehicles by repair
status” and “Motivate workers to put the RO's sheets in
the Wash tab of the service distribution board after the
service is finished” had the greatest effect in reducing
RPNs associated with the lack of knowledge of the
repair/wash status and location of the vehicle

Table 12. Part IV from CI-IMIM model: application

Feedback R
. esult of Actions Taken
Tmpl d | Respective Failure  Respective Failure | Respective Failure Updated Controls
Approval Decision Solution Mode Effect Cause Detection R’ P N RPN’  Comparison with previous NPR
Long waiting time to
Wrong timing in  pick up the vehicle after Yes (if customer is waiting
customer phone call for indication of the Lack of communication | t00 long in the queue, there 6 5 4 120
) - vehicle delivery Reception that vehicle | mechanism between is evidence)
;m:\c ublz!g‘l]lall is ready Reception, Car Repair
anban board to T Rt —
Overall added value © Tt Long distances traveled and Washing Yes (tabs “State” e “Parking
repair mm's Lack of knowledge of by workers when place" in the Excel Virtual 6 5 3 90
the repair/wash status | delivering the vehicle Kanban board)
and location of the N . Yes (tabs “State" ¢ “Parking
vehicle M";::““]z';(“e"‘c{::i';“‘ F“"“r:c‘;:c“""’ place” in the Excel Virtual | § 4| 3 60
i proca Kanban board)
. Situation points . N Frequent interruptions |, Yes (tab “Situation point
W g . . S
This type of contol related with Al from Head of Car fong management o with Head of Car Repair” in
prevents future . . depends on the priorities and tasks by 5 5 3 75
roblems vehicles in Car receptionists Repair to the the Head of Car Repair the Excel Virtual Kanban
P * Repair °r receptionists pa board)
Mativate work:
otvate WOTKETS | 1 2ok of knowledge of . Lack of communication o
Necessary practice to use the . Long distances traveled 5 Yes (check by visual
L R o . the repair/wash status mechanism between N .
which follows Washing™ tab in = 5 by workers when . |observation if mechanics use, 6 5 3 90
| and location of the . " | Reception, Car Repair o 1 e
procedure the service e delivering the vehicle R e the "Washing” tab)
distribution board ¢
Put works diretly | oraval
More practical © from the Car | 6 R by the Head of | DSAYS nprocessing |\ opriate procedure No 6 5 9 270
Repair to waorks,
Car Repair
Reception
Yes (visual Management in
Meonitoring ROs reate sl Excel of the RO' in progress
X management sheet | Lack of agile allocation Misallocation of vehicle] ?
becomes more 5 g = allows to control the 5 4 3 60
. related with RO’s |of vehicle delivery time, return hours. b B 8 N
efficient B information of all vehicles in
in progress .
Failure 1o follow progress)
Disinfection performed procedure
Disinfection right | at the end of customer e N
Logical procedure © after inspection in | reception instead of Eackio! fcslon Yes (visual control) 4 2 2 16
3 . newcomers
customer service | occurring immediately
after inspection
Organization and o 3
pride are valued, so Disorganizatian and Loss of information
5 should be © 58 program clutter of the work andor lack of pride Resistance to change Yes (periodical audits) 5 6 3 90
environment
encouraged
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(reduction of 342 values compared to the previous

RPN).

Some of the new current state VSM results are
presented in Table 13. The results indicate 23,8% of

Non-Value-Added Time (NVA)
Value-Added-Time (VA)
External NVA Internal NVA
03:08:44 02:34:34 18:16:41
54.98 % 45,02 %

Table 13. NVA and VA time in Reception (New Current

State VSM)

muda if it is considered the total time of analysis of 24
daily hours (8 hours per receptionist). Here, 7% is a

necessary waste.

BEFORE

Figure 10. 5S Program Results for 1 Receptionist

The 58S results from one of the receptionists’

workplaces

can also be seen in Figure 10.

After having obtained the results present in the
previous step (stage 11), the same results will be

discussed and analysed in depth (stage 12). At this

stage, the “Act” of the PDCA cycle is distinguished.
The evolution of the indicators under study is shown in
Table 12.

The application of CI-IMIM in this case study
proved to have been very fruitful in terms of finding
innovative solutions suitable for solving the main
problems observed in the MECHANICS department.
As mentioned above, the solutions "Digital Kanban
Board to control vehicles by repair status” and
"Motivate workers to use the Wash tab" were the most
successful ones. The first solution mentioned involves
workers from all micro departments of MECHANICS
(Reception, Car Repair and Car Wash departments).
Although the fulfilling of the post-Inspection
Disinfection procedure did not have the greatest
impact, this solution was the one that obtained the
lowest NPR (NPR went from 288 to 16). All indicators
had a positive evolution. In fact, the average of the
differential presented in the last column of Part IV of
the new model had the value of 249. So, this evolution
was significant. One of the main reasons involved here
was the fact that the control measures have been
improved for cases with no detection mechanism.
Additionally, it was found that 5 out 13 root causes
previously investigated were fought: “Lack of
communication mechanism between Reception, Car
Repair and Car Wash departments”; “Lack of
compliance with procedure”; “Wrong management of
priorities and tasks by the Head of Car Repair
department”; “Inappropriate procedure” and
“Resistance to change”. The first 2 were the most
valued according to the criteria of the new model.

Table 14. Summary table of the evolution of KPI's

Indicators Description Perspective Before Evolution
RPN CI-IMIM RPN’s All s ves 0
KPI6 Net Promotor Score (NPS) Customer 87,9% 73,9% 100%
KPI17 Customer Satisfaction Index (CSI) Customer 9.3 9.1 10,0
KPI8 Initial Waiting Time Customer 10,3 min 7.3 min 0 min

Customer waiting time for the vehicle i i .
KPI9 . . Customer 20 min 7.8 min 0 min

after arrival at delivery

Distance traveled by the receptionist in

KPI10 X Internal Processes 658 m 614 m 334 m
customer service
Time of interruptions in the processing of . . .
KPI11 Internal Processes 7,4 min 6.0 min 0 min
works

KPI12 Process Lead Time (LT) Internal Processes 3he 21 min 2h e 36 min 1h e 34 min
KPI13 Process Cycle Efficiency (PCE) Internal Processes 20,2% 22,4% 100,0%
KPI14 Mudas in Reception Internal Processes 37.9% 23 8% 7%
KPI16 Voluntary adhesion to 58 by receptionists Learning and Growth 0% 33% 100%
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Thanks to the solutions proposed via CI-IMIM,
most of the KPIs relevant to this case study (KPI6 to
KPI14 + KPI16) evolved positively comparing March
(initial month) with July (final month). These are
presented in Table 14.

In the future, the follow-up of actions takes place,
from now on, in the project to establish actions aimed
at the maintenance, analysis, and improvement of the
applied improvement solutions (PDCA cycle Act). In
this sense, these actions serve as a starting point for
new action plans to catapult a new PDCA cycle. In this
way, the identification of new problems, improvement
opportunities, and solutions take place again. Some of
the suggested actions are as follows:

1. Follow-up meetings — serve as a form of formal
monitoring of the referred KPIs;

2. Procedure manuals/good practice guides for new
solutions — allows the creation of standards that feed the
learning culture of the company's employees;

3. Existence of an extra parts clerk who is dynamic
in the Car Repair department (Mizusumashi) — this
operator can simultaneously do his/her tasks and be
close to the mechanics with pre-planned material.

4. Implementation of an Andon system in the event
of certain signs — sound/light signals that allow workers
to be aware of a problem and/or some outstanding action
intervening in their tasks;

5. Level scheduling of appointments through a
Heijunka system — unscheduled appointments
(scheduled with the Head of Car Repair) should occur
less and less gradually; while they occur, they must be
dealt with by the receptionists and not with the Head of
Car Repair to avoid as much as possible unforeseen
events or other interruptions;

6. Computerization of tasks which involve
communication between departments through an app or
web app that can be accessed on tablets by workers —
makes the Digital Kanban mechanism more intuitive
and faster.

8. Conclusions

This article is involved in the design and
application of a new model specialized in the creation
and prioritization of differentiated and innovative
solutions through continuous improvement and
innovation methodologies and with the company’s
involvement, too. This model is called CI-IMIM. The
practical application of the new model occurred in a
Portuguese car dealer company. It was intended to
achieve strategic goal 5 (O5) which corresponds to the
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improvement of interdepartmental communication in
After-Sales in MECHANICS.

Theoretically, CI-IMIM seemed to be very useful
in any company/organization that would like to create
and prioritize unique solutions. Besides, it proved to fit
well with tools like the Ishikawa diagram, the SWhy's
technique, and the Eisenhower matrix.

In the present case study, Phase 11 is the study
methodology phase which is effectively concerned with
the application of the new model. This model is divided
into 4 parts. In summary, 22 problems were identified
in Part I. Here, 13 problems passed to Part I where 30
improvement solutions arose. 14 (3 repeated) out of 30
solutions passed to Part III where 7 solutions were
selected to be implemented in the company. The
“Digital Kanban board to control vehicles by repair
status.” and “Motivate workers to use the Wash tab”
were the most successful solutions as they were
responsible for a greater reducing effect in the RPN
index. The Visual Management sheet and the 5S
program were other Lean solutions that stand out in
MECHANICS, namely in the reception.

Between March and July, 8 of the 10 KPIs were
significantly positive, which proves the practical
validation of CI-IMIM in car dealers like the one here.
The KPIs of Internal Processes were the ones that stood
out the most in a positive way, such as the PCE which
improved by 2.2%, and the mudas in Reception which
decreased by 14.1%. However, the NPS and CSI
indicators evolved negatively because of the pandemic
context and the need for an adaptation period that
allows the new solutions to be well assimilated by the
company.

For future work, it is recommended that new
PDCA cycles should be based on the maintenance,
analysis, and improvement of the improvement
solutions applied in this case study. Follow-up
meetings, procedures associated with the new
solutions, more computerized tasks, and systems with
Mizusumashi, Andon and Heijunka are suggested.
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Abstract

Indonesia has the most prominent digital economy in Southeast Asia and has a promising market for e-
commerce companies to compete and dominate the online market share. This also gave rise to an increment in
the number of customer reviews of a product or service provided. Online customer reviews can be utilized to
analyze the repurchase intention of e-commerce customers. However, many features appearing in customer
reviews increased the repurchase intention predictive model complexity. A process to choose a subset of features
and reduces the number of features in data is called feature selection. This paper proposed a method of feature
selection to pre-process the inputs to the predictive model. The selection is performed using a metaheuristic
called Binary Particle Swarm Optimization (BPSO) combined with Sentiment Orientation-Pointwise Mutual
Information to sort the features. The sorting corresponds to the particle dimension, which is a part of the particle
encodings that affect the metaheuristic’s performance in solving the problem. The results show that the proposed
method reduces and selects the best features to construct a predictive model of repurchase intention from online
customer reviews on two datasets that are written both in Indonesian and English. Compared to the baseline
model before performing feature selection, the accuracy of the predictive models evaluated using k-Nearest
Neighbors on both datasets increased by 5.40% (75.91% to 81.31%) and 8.50% (71.37% to 79.87%),
respectively.

Keywords: Binary Particle Swarm Optimization, Feature Selection, Online Customer Reviews, Repurchase
Intention.
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1. Introduction

Indonesia is the tenth largest economy in the
world and is expected to have the largest digital
economy in Southeast Asia and will likely reach $330
billion in value by 2030 (Chandra 2021). An article
published by ISEAS in August 2021 (Negara and
Soesilowati 2021) stated that Indonesia's digital
economy has approximately 40% of the total regional
market share. Rising internet penetration and the usage
of smartphones in Indonesia are among the main
factors contributing to the remarkable growth of e-
commerce. The online market or e-commerce in
Indonesia has continued its expansion during the
COVID-19 pandemic. In addition, We Are Social in
Digital 2021: Indonesia (DataReportal 2021) reported
that, in January 2021, 87.1% of internet users in
Indonesia aged 16 to 64 purchased a product online
from any device. Many e-commerce companies have
been competing to dominate the online market share in
Indonesia. Note that, to dominate the market,
companies must develop and improve the quality of
products and services they offer and provide.

Repurchase intention is a customer's judgment on
repurchasing the same products or services from the
same company based on their experience (Hellier et al.,
2003). Based on Social Learning Theory (SLT), self-
efficacy influences people's decisions about what
actions to take. People tend to learn from performance
accomplishments (i.e., past experiences) to influence
their actions. The role of self-efficacy is vital in the
repeat buying behavior of e-commerce customers
(Chen 2012).

Quality is an essential factor related to repurchase
intention (Suryadi 2020). Customer satisfaction is
crucial in mediating the effect of quality variables
positively on customers' repurchase intention, such as
product quality (Vashti and Antonio 2021). This
argument is also supported by the research stating that
product quality positively affects repurchase intention
and is associated with customer satisfaction. In
addition, price perception, through customer
satisfaction, affects repurchase intention (Suhaily and
Soelasih 2017). The previous research implies that
quality and price perception are associated with
customer satisfaction. When customers are satisfied,
customers tend to make repeat purchases.

Most research and papers on repurchase intention
or customer satisfaction rely on common traditional
data collection methods, such as interviews (Mendoza
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2020), surveys (Nguyen et al., 2021) (Trivedi and
Yadav 2018), questionnaires (Tsai et al., 2016). These
methods, however, are time-consuming and costly to
carry out. This paper offers a relatively new method of
predicting repurchase intention using online customer
reviews. Customer review contains textual content on
customers' opinion of products or services they had
experienced that is related to their repurchase intention.

Nowadays, machine learning is an important
technique in a broad area, including e-commerce and
marketing. In marketing, machine learning offers
advantages and is usually compared to traditional
methods such as econometric methods. The role of
machine learning techniques allows e-commerce to
make strategic and crucial decisions on time.
Moreover, machine learning provides valuable insights
for e-commerce marketers and product manufacturers
to improve their products or services (Suryadi 2020).
Furthermore, feature selection and optimization may be
applied to machine learning to achieve higher
efficiency and performance for many problems,
including marketing problems (Brei 2020).

Customer reviews are documents that may be
represented as a collection of words or bag-of-words
(features). These documents are high-dimension
vectors where each dimension corresponds to the
number of features (Nedjah et al., 2009). To solve this
complexity, feature selection may be proposed to
reduce the number of irrelevant and redundant features
in the feature space while improving the accuracy of
the constructed prediction model. In machine learning
and statistics, feature selection is a technique to reduce
the dimensionality of data by choosing subsets that
consist only of relevant features by removing
irrelevant, redundant, or noisy features from the
original feature set (Miao and Niu 2016). Feature
selection has been applied in broad practical
applications, such as image processing (Bins and
Drapper 2001), bioinformatics (Saeys et al., 2007), text
mining (Forman 2003), and (Du et al., 2019).

Text mining has become more popular as it tries to
gather valuable information from textual data (Dang
and Ahmad 2014). Forman (2003) performed an
experimental study on 229 text classification problem
instances of twelve feature selection methods. Du et al.
also performed feature selection on textual problems,
specifically on online customer reviews. However, with
the emergence of textual analysis, especially on online
customer reviews,
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the research on analyzing Indonesian textual
content, such as customer reviews, is still limited. This
paper uses customer reviews (written both in
Indonesian and English) collected from the Indonesian
cosmetics e-commerce, sociolla.com.

This research aims to apply feature selection to
textual features (i.e., customer reviews) using Binary
Particle Swarm Optimization (BPSO). Feature
selection on textual features is used to help to construct
a better and more efficient predictive model. The
Binary Particle Swarm Optimization (BPSO) algorithm
is a version of Particle Swarm Optimization that has
been used in binary problems (Xue et al., 2014).
Examples of binary problems are those involving labels
such as "yes" or "no", "included" or "not included"
(Khanesar et al., 2017). The subsequent section will
further detail the arguments for selecting BPSO.

Similar previous works on selecting textual
features using BPSO have the purposes of sentiment
classification and text summarization (Shang et al.,
2016; Suganya & Priya, 2017; Suganya et al., 2019).
Those purposes are different from this paper's purpose,
i.e., classifying customer repurchase intention.
Customers who intend to repurchase may express

2. Literature reviews

2.1 Metaheuristics for feature selection

Feature selection is a technique for choosing a
subset of features in data used during the pre-
processing step (Cherrington, et al. 2019). Feature
selection has two objectives: first, it is to reduce the
number of irrelevant and redundant features (Bing et
al., 2013) and to improve model significance and
performance (Cherrington, et al. 2019). Feature
selection is arduous as there can be a complex
interaction between features and a large search space
(Bing et al., 2013).

Feature selection may be performed by a number
of methods. There are three main categories of feature
selection algorithms: filter approaches, wrapper
approaches, and hybrid approaches. The filter approach
uses independent criteria. The wrapper approach, such
as the metaheuristics algorithm, is bound to the
predetermined classifying algorithms. In other words,
this approach considers the interaction between the
classifying algorithm and the metaheuristic algorithm
(Shroff and Maheta 2015). The hybrid approach
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positive and negative sentiments in their reviews. That
is also the case for customers who do not intend to
repurchase. Therefore, this paper's purpose is different
from sentiment classification in the previous works.

Moreover, considering the essential role of
encoding in metaheuristic algorithms, this paper
proposes a novel way to sort the features (which
correspond to the dimensions of a particle in BPSO)
according to a measure called Sentiment Orientation-
Pointwise Mutual Information (SO-PMI). Encoding the
particle in BPSO is important because encoding
influences the algorithm’s performance in solving the
problems (Zavala et al., 2014). More specifically, the
importance is due to the dependence of the movement
or variation operators in BPSO on the encoding (Osaba
et al., 2022).

The remainder of this paper is divided into four
sections as follows. In Section 2, literature reviews are
presented. Section 3 presents the methodology used in
this research. Section 4 presents the results of a case
study and a discussion of the experiments in this
research, followed by conclusions and potential future
works in Section 5.

combined the filter approach and wrapper approach.
Research done by Kohavi and John (Kohavi and John
1997) concludes that wrapper approaches are superior
to filter approaches, such as tf-idf, even though filter
approaches are arguably less expensive
computationally.

Metaheuristic algorithms, such as Particle Swarm
Optimization (PSO), Ant Colony Optimization (ACO),
and Genetic Algorithm (GA), are methods that may
obtain a near-optimal solution to a complex problem
effectively. The binary version of Particle Swarm
Optimization (BPSO) is chosen in this paper,
considering that PSO computing time is the fastest
among the three algorithms, even though GA generates
a better performance (Gunantara and Putra 2019). Also,
compared to GA, PSO is easier to implement to its few
parameters and can converge faster (Cervante et al.,
2012).

Compared to ACO, research that compared ACO,
PSO, and a proposed hybrid method of ACO-PSO on a
feature selection problem by Menghour and Souci-
Meslati in 2016 showed that the simple PSO approach
is the second best method in general, after the hybrid
ACO-PSO (Menghour and Souici-Meslati 2016). The
effectiveness of PSO on feature selection is also
supported by survey research on feature selection using
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five different binary metaheuristic algorithms (Binary
Particle Swarm Optimization, Binary Differential
Evolution, Binary Antlion Optimizer, Binary Grey
Wolf Optimizer, and Binary Gaining Sharing
Knowledge Based Algorithm). Even though, in general,
the Binary Gaining Sharing Knowledge Based
Algorithm performs better than the other four, Binary
Particle Swarm Optimization (BPSO) takes relatively
less computational time (depending on the size of the
datasets) (Agrawal et al., 2021). Due to these results
and advantages, PSO is considered a promising method
for feature selection.

Other algorithms, such as random forest,
AdaBoost, and gradient boosting, also can be utilized
for feature selection. However, to the best of our
knowledge, AdaBoost and other boosting algorithms
select features based on their importance. The top-
ranked features (based on their individual feature
importance) are selected (Sun et al., 2011). These
algorithms above do not generally consider the
interaction between features. Wrapper method such as
metaheuristic algorithms (Binary PSO in this case) has
the ability to consider and capture the interaction
between features.

Table 1 summarizes the examples of literature
reviews on feature selection. Suryadi (Suryadi 2020)
proposed a machine learning-based method to predict
repurchase intention using online customer reviews on
the cosmetics dataset collected online. The filter
approach (tf-IDF and Fisher score) was used to
represent a review's textual content and reduce the
number of features. Then, three classification models
were performed, and the results were significantly
higher in the accuracy of three categories of products
compared to the baseline model.

Particle Swarm Optimization was used on the
feature selection problem. Bing et al. applied PSO to
perform feature selection on fourteen datasets collected
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from the UCI machine learning repository, plus six
additional datasets. Kristiyanti and Wahyudi
(Kristiyanti and Wahyudi 2017) proposed a method of
using the wrapper approach for feature selection on
opinion mining cosmetic product reviews. They
compared the classification performance of Principal
Component Analysis (PCA), Particle Swarm
Optimization (PSO), and also Genetic Algorithm (GA).
The method proposed in their paper is to use those
three algorithms mentioned before so the accuracy of
the Support Vector Machine (SVM) as a machine
learning classifier algorithm in text classification can
be increased. The results showed that the PSO-based
SVM algorithm outperformed the other algorithms
mentioned above.

Shang et al. (Shang, Zhou and Liu 2016) proposed
a method using Binary PSO on feature selection. They
modified it to overcome feature selection problems in
sentiment classification, including unreasonable
velocity update formula and lack of evaluation of a
single feature. The modification is called Fitness-sum
Proportionate Selection Binary Particle Swarm
Optimization (FS-BPSO). The results indicated that
FS-BPSO performed better than BPSO.

Suganya et al. (Suganya, Lavanya, &
Gowrisankari, 2019) focused on using Fitness Based
Particle Swarm Optimization (FBPSO) to select
subsets of features for sentiment classification and
summarization problems on a hotel review dataset.
According to their experiments, FBPSO improved the
performance using ROUGE-N metric as a performance
evaluation of summary compared to the probabilistic
ranking approach. Suganya and Priya (2017) also
proposed a similar method on a hotel review dataset
using a binary version of PSO (Binary PSO). The
results also indicated that ROUGE-N metrics were
improved.

Table 1 Summary of the literature reviews on feature selection.

Reference Dataset Method
(Bing etal., 2013) f:(:lmin Sito ﬁ;ﬁg}?ﬁgﬁgﬁ Applying Particle Swarm Optimization on feature selection increases classification
setal, & 1epo da?a/se . performance and reduces features and computational time.
(Shang et al., 2016) Two UCT benchmark datasets Modify PSO to become Fitness-sum Proportionate Selection Binary Particle Swarm

Optimization (FS-BPSO) for feature selection in a sentiment classification problem.

(Kristiyanti and Wahyudi 2017) Amazon’s Cosmetic Product Review

Comparing the performance (accuracy) of PSO, GA, and PCA on feature selection. These

algorithms are combined with SVM.
(Suganya & Priya, 2017) Hotel Review Dataset (collected from Applying PSO on feature selection to the sentiment classification and text summarization
gany ya, TripAdvisor) problems.
Hotel Review Dataset of cities such as . . . . e
(Suganya ctal., 2019) Beijing and London (collected from Applying a proposed Fitness Based BPSO feature selection to the sentiment classification
TripAdvisor) and text summarization problem.
(Suryadi 2020) 015 Custon::;ﬁ;:zv;gcoﬂected e Applying Fischer Score to reduce the dimensionality of textual features
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2.2 Binary particle swarm optimization

Particle Swarm Optimization, or PSO, as one of
the Evolutionary computation techniques, has been
used in broad optimization fields, including feature
selection (Bing et al., 2013). In 1995, Particle Swarm
Optimization (PSO) was first introduced by Dr.
Eberhart and Dr. Kennedy. Particle Swarm
Optimization (PSO) is a metaheuristic swarm-
intelligence-based algorithm that simulates the social
behavior of birds. Each particle is a vector in a
multidimensional search space, and each particle
within a swarm has its position and velocity. Each
particle moves according to the current particle

velocity, the best position the particle has explored, and

the global best position the swarm has explored
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(Khanesar et al., 2017). Each particle updated its
velocity using formula (1), and the position of each
particle is updated using formula (2). r; and r;, are
random numbers.

vpg” =w X vg,lid +c X1y X (pbestpd = x;,’fid) )
ld
+ ¢, X 1, X (gbesty — xp4

xpd = xpqd + vpg” (2)
As described in the pseudocode below, the
algorithm starts with initializing random particles and
their position. The process stops when the process has
reached the stopping criterion (Bing et al., 2013).

repeat

end for

Initialize p-particle, particle position;

evaluate fitness value of each particle f(x);
update pbest of each particle and gbest;
for (each particlep=1,2, ..., p) do
update velocity using formula 1;
update particles position using formula 2;
if f(x) > pbest, then pbest = f(x);
if pbest > gbest, then gbest = pbest;

until (“stopping criterion is true”)

Cherrington et al. (2019) summarized several
traditional feature selection methods and reviewed the
advantage of the Particle Swarm Optimization (PSO)
filter based on feature selection. They also highlighted
feature selection's limitations, opportunities, and
improvement methods. They argued that initialization
techniques could affect performance. Particle Swarm
Optimization (PSO) must be tuned before performing
feature selection to /improve efficiency, performance,
and analysis.

The main difference between BPSO and PSO is
that the position of each particle is limited to [0,1]
using formula (4), and to update the particle position.

The velocity is first transformed into a sigmoid value

using formula (3).
1

S(vpa) = e (3)
_(Lif ;< S (vpa)
*pa { 0,0therwisz } &

As described in the pseudocode of BPSO below,
the main process of the BPSO algorithm is almost
identical to PSO. The main difference is that before
updating the particle positions, the velocity of each
particle is transformed into a sigmoid value using a
sigmoid function (Xue et al., 2014).

repeat

end for

Initialize p-particle, particle position;

evaluate fitness value of each particle f(x);
update pbest of each particle and gbest;

for (each particlep=1,2, ..., p) do

update velocity using formula 1;

calculate the sigmoid value using formula 3;

update particles position using formula 4;

if f(x) > pbest, then pbest = f(x);

if pbest > gbest, then gbest = pbest;




(2 ost

DOI: 10.6977/1J0S1.202303_7(5).0003

D. Adrianto, D. Suryadi/Int. J. Systematic Innovation, 7(5), 30-45(2023)

‘ until (“stopping criterion is true”)

2.3 Sentiment orientation-pointwise mutual
information

Pointwise Mutual Information (PMI) is a measure
of association between two items based on information
theory. In natural language processing, Pointwise
Mutual Information compares the probability of two
words dependently with the probability of those two
words independently. Sentiment Orientation (or
Semantic Orientation) is a numerical rating that
indicates the direction of the sentiment of a word (i.e.,
positive or negative). Sentiment Orientation-Pointwise
Mutual Information (SO-PMI) is a measure of the
relevance of words to a reference sentiment word (i.e.,
positive or negative) using the information of words'
co-occurrence in a corpus (Turney 2002).

The sentiment orientation of a word is calculated
by comparing its correlation to a positive reference
word with its correlation to a negative reference word
(in this case, the words are "yes" or "no" repurchase
intention) (Turney 2002). Mathematically, a word is
assigned a numerical rating by the correlation to the
positive reference word and subtracted to a numerical
rating by the correlation to the negative reference word
(Turney 2002). If the SO-PMI value of two words' co-
occurrence is high, they have a strong correlation
(Zhao, Zhang and Chai 2015). SO-PMI is calculated
using formulas (6) and (7).

p(x.y)
PMI(x;y) =1
(620 = 10820 63p )
(6)
SO PMI (x) = PMI(x, positive) 7)

— PMI(x,negative)

PMI(x;y) isaPMIvalueofx andy. p(x,y) isa
value of co-occurrence numbers of x and y in the
document. The notation p(x) is a value of
occurrence numbers of x in the
document. The notation p(y) is a value of
occurrence numbers of y (repurchase intention “yes” or
“no” in this case) in the document (Zhao, Zhang and
Chai 2015).

In this paper, SO-PMI provides a meaningful
encoding for particle dimensions by sorting features
(words) based on their polarity towards repurchase
intention reference words. If the SO-PMI value of a
word is high (in other words, positive), that word has a

strong correlation with "yes" repurchase intention and
vice versa.

2.4 k-nearest neighbors

The k-Nearest Neighbors (k-NN) classifier is a
supervised machine learning algorithm. The k-NN is
proposed to classify labels (repurchase intention "yes"
or "no") by ranking the training data based on the
Euclidean distance from their neighbors and comparing
the label with k-most similar neighbors (Mandong and
Munir 2018). Mathematically, formula (5) measures the
Euclidean distance within the data.

p

Z(xzi —x1:)?

i=1

Govindarajan and Chandrasekaran (Govindarajan
and Chandrasekaran 2010) evaluated the k-Nearest
Neighbors (k-NN) classifier. They demonstrated their
approach on an existing direct marketing dataset that
classifies customers based on their characteristics.
Their experiments showed that the proposed k-Nearest
Neighbors (k-NN) performed better in accuracy. They
concluded that k-Nearest Neighbors (k-NN) is not a
problem-dependent algorithm and can be used for other
problems or datasets.

Generally, k-NN is the simplest machine learning
algorithm compared to Naive Bayes and Support
Vector Machine (SVM). Although Naive Bayes tends
to be much faster than k-NN when it applies to big
data, Naive Bayes could suffer from the zero
probability problem and would result in a biased
prediction. Compared to Support Vector Machine
(SVM), k-NN is better if the training data is larger than
the number of features. SVM is better with a dataset
with a low sample size but a very high number of
inputs (features) (Bzdok et al., 2018). Since this paper
aims to see how a metaheuristic algorithm (Binary
Particle Swarm Optimization) works on a textual
feature selection problem, particularly on the problem
of predicting repurchase intention, only k-NN is
selected to lower the computational time due to its
simplicity. Also, k-NN is the most preferred and most
used classifier among all (Agrawal et al., 2021).

Therefore, this paper proposed combining a
metaheuristic algorithm and a measure of associations
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between textual features. Binary Particle Swarm
Optimization (BPSO) as a metaheuristic algorithm is
proposed to select the best features subset according to
the highest accuracy of the k-NN prediction model.

3. Research methodology

This paper aims to implement Binary Particle
Swarm Optimization (BPSO) combined with Sentiment
Orientation-Pointwise Mutual Information (SO-PMI)
to select the best features subset to construct a
predictive model of repurchase intention from
customer reviews. The research methodology in this
paper is presented in five main steps, as shown in Fig.
1. This research methodology provides a systematic
way of feature selection using a metaheuristic
algorithm.

The first step is to gather the data. In this paper,
the dataset is a set of customer reviews as well as the
repurchase intention of each review. The dataset is
gathered from sociolla.com, a beauty and cosmetic
product e-commerce website in Indonesia. The product
category used in this customer reviews dataset is
limited only to the Moisturizer category from March
18, 2019, to August 26, 2019. The dataset is divided
into two parts, i.e., Dataset 1: 2,614 reviews and
Dataset 2: 6,439 reviews. These datasets are the
reduced datasets from more than 120,000 reviews
collected.

An imbalanced dataset is a common issue in a
machine learning problem, especially in a real-world
problem (such as feature selection in this research).
Imbalanced datasets would impact the correlation
between features, and the accuracy would be biased
and inaccurate. The imbalanced issue on both datasets
(Dataset 1 and Dataset 2) is addressed by using an
undersampling method by randomly deleting data in
the dataset from the majority class (in this case, the
“no” label is the majority class) to balance it with the
minority class. The result of under sampling is
displayed in Table 2.
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Data
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1
Subset of
selected features

Fig. 1. Research methodology

Table 2 Treating imbalanced dataset by undersampling

Label (Repurchase)
Dataset
“Yes” “No”
Before 611 2,003
1 After 611 611

Difference 0 -1,394
Before 2,539 3,900

2 After 2,539 2,539
Difference 0 -1,361

Both datasets are then randomly split using the
sklearn package (Pedregosa, et al. 2011) in Python
language programming into two samples, i.e., 80%
training sample and 20% test sample. For dataset 1, the
training sample has 978 reviews, and the rest, 244
reviews, are in the test sample. For dataset 2, the
training sample has 4,062 reviews; the rest, 1,016
reviews, are in the test sample.

The cross-validation method was not used in this
research, even though cross-validation would help to
reduce the chance of overfitting. Cross-validation
would increase training time and is computationally
very expensive, as it needs a high and powerful
processing system (hardware and software) (Joulani et
al., 2015). In this research, there are two relatively
large datasets (Dataset 1: 5,698 tokens (or words) with
a total frequency of 54,981 and Dataset 2: 15,090
tokens (or words) with a total frequency of 297,422).
Therefore, cross-validation was arguably not required
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since these datasets were considered sufficiently large.
Also, since the datasets are randomly split into the
training set and the test set, even though cross-
validation was not used, it is expected that the test set
already represents the population of data. Therefore,
the performance metrics (accuracy, precision, recall,
and F-score) may also represent the expected
performance.

Most customer reviews in the datasets are written
in Indonesian and English. The examples of customer
reviews collected are in Table 3. The first review in the
examples written in Indonesian has a repurchase
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intention of "yes," and the second one is written in
English with a repurchase intention of "no."
Subsequently, the reviews in both datasets are
transformed (during the data pre-processing step) into
feature vectors. The contents of the feature vector are
the frequency per feature per review. Based on Table 3,
the value of Xy, is the frequency of the N-th feature
that appears in the n-th review. For example, if the
value of Xy, is 3, then the N-th Feature appears three
times in the n-th review.

Table 3 Examples of customer reviews collected

Customer Review

Repurchase Intention (Yes/No)

“Pelayanannya bagus, harganya juga lebih murah dibandingkan sama toko

sebelah” Yes
(“The service was great, also the price was cheaper than other stores”)
"This product is so bad; | don't want to buy it anymore." No

Next, the SO-PMI values of the features are
calculated. Then, the features are sorted from the
lowest SO-PMI value (strongly correlated to "no"
repurchase intention) to the highest SO-PMI value
(strongly correlated to "yes" repurchase intention). For

example, "sedih" ("sad") has the lowest SO-PMI value
of -5.0348, and "suka” (“like”) has the highest SO-PMI
value of 4.8457. As an illustration, in Table 4, the first
feature is the word with the lowest SO-PMI value, and
the last feature is the word with the highest SO-PMI.

Table 4 Illustration of feature vectors as the encodings of particles

. Feature .
Review . m Repurchase Intention
15t Feature N" Feature
15'Review 1 Xna Yes
th :
n*" Review 0 Xnn No

Subsequently, to classify the repurchase intention
of each review, the k-NN algorithm is applied using the
selected features. The accuracy is then used on Binary
Particle Swarm Optimization (BPSO) as the fitness
value of particles. BPSO algorithm guides the search
for the best set of features, although not guaranteed to
be optimal. The k-NN algorithm was used in this
research since k-NN is generally an easy and simple
machine learning algorithm.

The accuracy represents the fitness of a particle
after implementing the selected features into the k-NN
algorithm. The accuracy is the ratio of the number of
correct predictions to the total number of predictions.
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4. Experiments and results

After the datasets are collected, the data are then
split into tokens (tokenization), transformed into
standard forms (stemming), and stop word removal is
performed. Most of the reviews in the datasets are
written in Indonesian and English. Both dictionaries
(Indonesian and English) are used in this paper using
packages such as NLTK (Bird et al., 2009) and
PySastrawi (Robbani 2018). The examples of data pre-
processing are shown in Table 5.
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“Pelayanannya bagus, harganya juga lebih murah dibandingkan
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Table 5 Data pre-processing

Before

After

sama toko sebelah”

other stores”)

(“The service was great, also the price was cheaper than the

/

[Tayan’, ‘bagus’, ‘harga’, ‘lebih’, ‘murah’, ‘banding’,
‘toko’, ‘sebelah’]

“This product is so bad; | don’t want to buy it anymore”

[‘product’, ‘bad’, ‘want’, ‘buy’]

Tokens are features that will be selected. The total
tokens appear in both datasets (5,698 tokens and
15,090 tokens). The frequencies of each token that
appears in the documents are calculated and sorted
from the highest frequency to the lowest. Features are
now reduced to 341 features and 605 features using
Pareto Principle (80/20). Pareto Principle (80/20)
removes the features (words) that do not belong to the
set of the most frequent words that constitute 80% of
the total frequency of all words. The remaining features
are then sorted using SO-PMI from the lowest SO-PMI
value (strongly correlated to “no” repurchase intention)
to the highest SO-PMI value (strongly correlated to
“yes” repurchase intention). The idea of implementing
SO-PMI was to sort the feature index on particles and

to capture the effects of sentiment orientation of
features towards the repurchase intention (“yes” or
“no”) on model accuracy.

Some of the results are presented in Table 6.
Using the SO-PMI formula, the SO-PMI value of the
word “Sedih” (equivalent to “sad” in English) is -
5.0348 and is negative, so the word “Sedih” is strongly
correlated to “no” repurchase intention. The word
“Sedih" is equivalent to "sad" in English, and it is
reasonable that the word "Sedih” is correlated with
“no” repurchase intention. The word “Suka”
(equivalent to “like” in English) has a SO-PMI value of
4.8457 and is positive, so it is strongly correlated with
“yes” repurchase intention.

Table 6 Example of SO-PMI values

Features SO-PMI
Sedih (Sad) -5.0348
Lacock (Not suitable) -4.7192
Waijib (Compulsory) 4.8457
Cantik (Beautiful) 4.8457
Suka (Like) 4.8457
The sorted features are then transformed into a
specific model (particle encoding for BPSO example
shown in Table 7), and accuracy-based fitness value
feature selection is performed. Based on Table 7, if the
value of Xy, featureis 1, Xy, feature is selected in
the particle. Conversely, Xy, feature is not selected in
the particle. The value [0,1] is a particle position for
each dimension.
Table 7 Particle encoding in BPSO
Feature No. 1 2 N-1 N
Feature “Sedih” (Sad) Gacolcok e “Cantik” (Beautiful) “Suka” (Like)
suitable)
1st Particle 1 0 1 0
nth Particle 0 1 1 0
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The experiment was performed using PyCharm
2020 with a Python 3.7 64-bit version. The sklearn
(Pedregosa, et al. 2011) and PySwarms (Miranda 2018)
packages are used in this experiment. The hardware
used in this experiment is a laptop with Intel Core 17-
7700HQ with 16 GB DDR-4 of RAM. Both datasets
are split into a training set (80%) and a test set (20%).
Twelve replications of the experiment are performed
using Dataset 1 with an average running time of around
6 hours, and five replications using Dataset 2 with an
average running time of around 12 hours. Parameters
are set by conducting preliminary experiments using
Dataset 1 before performing the entire experiment.

The BPSO parameters used in this study are
obtained from several experiments, which are
conducted using the training dataset. The parameters
are selected based on the model's accuracy using the
training data considered optimal. The parameter of
maximum iteration is set to 55, and the number of
particles is 25, which is determined based on the
literature (Yassin et al., 2012). First, ¢; and c, are
determined using five replications on a training dataset
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in order to see if there is a difference in accuracy
between c¢; > ¢, and ¢; < c,.

Based on Table 8, the accuracy is higher when
¢; > ¢, with the value of ¢; =1 and c,= 0.75. This
result is then tested using a two-sample t-test to see if
there is a statistical difference in accuracy between
¢1 > ¢, and ¢; < ¢,. Using o = 0.05, there is no
statistical difference in accuracy. Then, ¢; and c, are
determined using an identical value of 1. The selection
of identical values is also supported by research on the
parameter selection of PSO, which stated that if the
value of ¢; and c, is identical, the fitness value
generated by the model would be better (He et al.,
2016).

Next, w is determined using the same method.
w = 1.5 and w = 0.75 are tested using the same
training dataset used above. The value of w = 0.75
does not converge at 55 iterations of BPSO. The value
of w = 1.5 converged early. Based on the experiment
above, w = 1 is determined to overcome premature
convergence or slow convergence at 55 iterations of
BPSO.

Table 8 Results of testing the value of ¢; and c,

Run Accuracy
c1=1>¢,=0.75 c1=0.75<c, =1
1. 0.785851 0.776291
2. 0.804971 0.778203
3. 0.820868 0.791587
4. 0.743786 0.799235
5. 0.797323 0.789675

Parameters on k-Nearest Neighbors, the value of k
is determined using the same method above. k =1 to k
=10 is tested using the training dataset. The results are
shown in Fig. 2. The parameter k = 8 generates the

highest accuracy of 0.77214 on the training dataset.
Then k = 8 is used based on the experiments above.

o
o

0.74869 0.74688

IS}
o
@

0.72487

o
N

Accuracy
o
o
&

06

0.54877

Accuracy vs k Value

0.72847

0.77214

0.75587

0.75129 0.74999

0.753887

kValue

Fig. 2 Accuracy based on the value of k.
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Table 9 is a summary of the final BPSO
parameters used in this paper. The results are tested
using a two-sample t-test to see if there is a statistical
difference in accuracy before feature selection and
accuracy after feature selection. Using o = 0.05, there
is a statistical difference in accuracy for both datasets
(Dataset 1: from 341 features reduced to 229 features;
Dataset 2: from 605 features reduced to 389 features).
Table 8 is a summary of the results.

D. Adrianto, D.
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Table 10 indicates that despite the number of
features decreasing, the accuracy of repurchase
intention predictive models constructed are increased
on both datasets. For each dataset, the first row
corresponds to no feature selection. The second row
shows the result of selecting features according to the
Pareto (80/20) rule. Finally, the last row displays the
result of applying BPSO. The respective number of
features and the accuracy are shown for each row. The
other performance metrics

Table 9 Parameters used in this research

Parameters Value
Cq 1
[ 1
Max. Iteration 55
No. of Particles 25
k 8
w 1
Table 10 Model Performance (Accuracy)
Dataset Pareto (80/20) SO-PMI BPSO Feature Accuracy
- - - 618 0.7591
1 v - - 341 0.7744
v v v 229 0.8131
- - - 2100 0.7137
2 N S s 605 0.7788
v v v 389 0.7987
Table 11 Results Summary
Dataset Feature Accuracy Precision Recall F-Score
1 618 0.7591 0.9548 0.7996 0.8701
229 0.8131 0.9649 0.8249 0.8892
% -62.9% 5.40% 1.01% 2.53% 1.91%
) 2100 0.7137 0.9832 0.7881 0.8748
389 0.7987 0.9706 0.8067 0.8806
% -81.5% 8.50% -1.26% 1.86% 0.58%

As a comparison between no feature selection and
applying BPSO, Table 11 shows the performance
metrics other than accuracy. Based on Table 11, there
are improvements in accuracy and almost all other
performance metrics. According to the result, the
proposed method of BPSO on feature selection
constructs a better-performing predictive model of
repurchase intention from customer reviews.

Table 12 shows 20 (out of 150) selected features
on both datasets. It is worth noting that in this
particular research case, features are tokens, and most
of the tokens are “emotional” and “preference” words

40

within a sentence in a review rather than a physical
feature of the product itself, such as packaging. These
emotional terms could describe customers’ personal
preferences and mediate customers’ repurchase
intention.

Since this research is based on sociolla.com,
Indonesia-based e-commerce, most of the features
(tokens) are in Bahasa Indonesia, and many are in
informal or standardized forms. For example, the word
"Pudar” (dull) and “Mudarin” (to dull). “Mudarin” is
an informal form of the word “Memudarkan” (to dull).
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Table 12 Examples of Selected Features

No. Dataset 1 Dataset 2

1 efektif (effective) maksimal (maximum)
2 kental (thick) ngefek (effective)
3 diskon (discount) kental (thick)

4 segar (fresh) diskon (discount)
5 terjangkau (affordable) segar (fresh)

6 halus (gentle) murah (cheap)

7 nyaman (mild) soothing

8 dingin (cool) lembut (gentle)
9 cerah (glowing) nyaman (mild)
10 lembab (moisturize) dingin (cool)
11 aman (safe) terang (glowing)
12 awet (long lasting) cantik (beautiful)
13 wangi (fragrant) lembab (moisturizing)
14 wajib (compulsory) aman (safe)

15 hydrating awet (long lasting)
16 suka (like) baik (good)

17 Ngilangin (Removing) Instant (Instant)
18 Mulus (Smooth) Bersih (Clean)
19 Pudar (Dull) Mudarin (Dull)
20 Manfaat (Benefit) Simple (Simple)

Based on Table 12 above, the 20 (out of 150)

selected features show similarities between the two
datasets. These selected features (including
“emotional” terms) may provide managerial insights in
marketing the products, especially regarding the
aspects related to customer repurchase intention.

For example, based on dataset 1, customers tend
to repurchase a moisturizer product that is affordable,
hydrating, long-lasting, gentle, and mild. These
emotional terms describe what customers personally
want or need in their moisturizing products.

Although this paper only uses moisturizer
products as the main case study, this proposed method
is not bound only to moisturizer products. Different
product categories could also be analyzed using this
method. Different product categories might result in
different "emotional" or "preference" words as a
feature in the model. Nevertheless, in general, using
"emotional" and "preference" words as features in the
model could help practitioners and companies gather
valuable information regarding their products and
predict customers' behavior, especially the repurchase
intention behavior. Emotional factors could mediate the
influence of shopping characteristics and customers'
behavior. Keeping the customer happy by satisfying
their personal needs increases the customer's intention

to repurchase (Pappas et al., 2014). Companies may
use these emotional appeals in their marketing
campaigns or objectives (Ali et al., 2020).

5. Conclusions

The result in this paper shows that the proposed
Binary Particle Swarm Optimization (BPSO) succeeds
in selecting features that generate predictive models
with high accuracy. This paper proposes the SO-PMI to
sort the features and subsequently encode the particle
dimensions according to the sorted values.

The accuracy of a repurchase intention prediction
model is improved by selecting only the relevant
features and also reducing the computational time (k-
NN training time).

This research provides a relatively new idea of a
feature selection method for the repurchase intention
predictive model. To the best of our knowledge, this is
the first attempt to utilize BPSO on feature selection to
construct a repurchase intention prediction model that
uses SO-PMI to create a meaningful particle encoding,
as illustrated in Table 4. Futhermore, this is also the
first attempt at utilizing data from an Indonesian e-
commerce website with reviews that are mainly written

00060
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in Bahasa Indonesia. In 2022, Bahasa Indonesia had
approximately 300 million speakers worldwide
(Grehenson 2022).

There are ideas that may be realized for future
work due to the limitations of this paper. The ideas that
could be considered for future work are designing other
encodings of the BPSO particles and comparing the
performances of various encodings, applying other
types of supervised learning algorithms as the
classification method (e.g., Naive Bayes, Decision
Tree, or even Deep Learning method), and exploring
approaches to finding the more suitable model
hyperparameters to construct a better model in BPSO
also for the chosen supervised learning algorithm.
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Abstract

Feature engineering is an important step in data analysis, especially for machine learning applications. A wide
range of feature selection methods are being used in Electroencephalography (EEG) signal processing applications.
Principal Component Analysis (PCA) is considered an ideal method for feature selection whenever high dimensional
data is obtained, especially in signal processing applications. Following an examination of various EEG signal
processing frameworks, PCA emerged as the winner in the battle to reduce dimensionality. Despite its widespread use,
it has been found to be ineffective for EEG signal processing problems like epileptic seizure detection due to the
nonlinear nature of the signal properties. Traditional methods for solving PCA are insufficient in this case, so suggest
anovel technique. In this paper, PCA is explored with an EEG classification model. The proposed work demonstrates
how PCA is robustified for an EEG signal processing scenario by applying kernel functions. Statistical features are
extracted from EEG data after preprocessing by the Desecrate Wavelet Transform (DWT). Initially, the classical PCA
algorithm is applied for feature selection by reducing the dimensionality. Later, the algorithm is robustified by
applying a Gaussian kernel in a nonlinear, high-dimensional feature space. In an EEG classification of epileptic seizure
detection, the adoption of robustified PCA outperforms conventional PCA in terms of accuracy.

Keywords: PCA, Dimensionality Reduction, Electroencephalography (EEG), Feature Engineering, Signal
Processing
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1. Introduction

Feature dimension is one of the challenging
factors in machine learning based signal processing
frameworks. Larger the number of features makes
harder to process and visualize the data sets and working
on it (F. Heydarpour et al., 2020 and Rahiminasab et al.,
2020). As most of the features are correlated one another,
they may appear redundantly. This is the significance in
adopting dimensionality reduction techniques in machine
learning frameworks as stated in (R. John Martin, 2018).
Wide ranges of feature reduction algorithms are being
used for biomedical signal processing applications
especially in Electroencephalography (EEG). Principal
Component Analysis (PCA) is the commonly used
dimension reduction algorithm in EEG based
frameworks of epileptic seizure detection. The main
characteristic of PCA is to express the data by reducing
number of dimensions without much loss in the required
data. It is a process of reducing the number of variables
under consideration by setting a set of principal
variables.

The purpose of PCA is to identify the subset of
features in our dataset that best capture information on
the entire dataset, allowing us to minimize dimensions
with minimal information loss. For example, one can
reduce the dimension of training data before feeding it
to a ML model for classification to reduce computation
time as in (R. John Martin, 2022). High correlation
filters, random forests,
elimination are some of the strategies for dimensionality
reduction. PCA effectively handles this problem by
determining principal components, which are linear
combinations of the original features. These components
are extracted in such a way that the first captures the
most variance in the dataset; the second collects the
remaining variance while staying uncorrelated to the
first, and so on.

Using the PCA can result in some information loss

and backward feature

if we do not choose the right number of principal
components for our data set and its variance. When we
apply Principal Component Analysis to our data set, the
original features are transformed into principal
components: linear combinations of original data
features. But which features, variables, or characteristics
in the data set are the most significant? After performing
the PCA, answering this question can be difficult. The
loss of information is caused by nonlinear relationship
between the features, which is also supported by a wide
range of studies on EEG classification frameworks as
stated in table 1. It is essential to keep the significant
feature components in the dataset that will play a crucial
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role in the classification frameworks. This is the prime
motive of this research.

The core objective is to minimize the data loss in
the EEG classification models by enhancing the
classical PCA. After extensive research, it was
discovered that the PCA technique may be utilized to
extract the necessary single or multiple EEG feature
frequencies from an EEG input. Each signal's
characteristic frequency yields just two wvalid
eigenvalues. The number of effective eigenvalues is
proportional to the number of raw signal frequencies and
has no bearing on the size of signal sub - bands. Hence,
the wavelet method of signal sub-band is obtained using
DWT and applied to PCA. Now, the major challenging
factor in this process is nonlinearity. Abnormalities in a
multi-channel EEG must have nonlinear properties, so
its signal sub bands must be processed and the
significant features retained using nonlinear kernel-
based analysis using robustified PCA (Cao, H et al.,
2022).

In this attempt, the classical PCA is robustified by
using nonlinear kernel (Katayama H et al., 2022) so as
to avoid the loss in cumulative EEG signal feature
dimension, which will lead to accurate disease diagnosis.
The contributions of this research include:

e  Study the existing EEG based epileptic seizure
detection frameworks using classical PCA as

feature selection method
e Propose an enhanced PCA with nonlinear kernel

e  Experiment Classical PCA and Nonlinear PCA,
and compare their performance

The following sections of this paper reviews and
exhibit the use of PCA and its variants in EEG signal
processing with the application of epileptic seizure
detection frameworks. Section two of this paper
provides a comprehensive analysis of dimensionality
reduction techniques used with EEG signal processing
applications. Section three presents the concepts of
conventional PCA and robustified PCA with an
experimental framework of epileptic seizure detection.
An EEG signal classification is used for validating how
best the robustified PCA responds. The outcomes of the
experiments are given in section four and the conclusion
in section five.
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2. Related Works

Different approaches are adopted for feature
selection processes in EEG signal data analysis. Many
works used non-linear statistical methods for reducing
the feature dimension. Gajic et al. (2014) adopted scatter
matrix method of feature reduction in epileptic seizure
detection problem. In an Alzheimer’s disease detection
problem, Trambaiolli et al. (2017) used eight different
algorithms for reducing features. Ozan Kocadagli et al.
(2017) reported that they have employed fuzzy relations
for reducing the features for epileptic
classification.

seizure

Ming-ai Li et al. (2016) extracted features using
DWT and used an approach called parametric t-
Distributed Stochastic Neighbor Embedding (P. t-SNE)
for extracting reduced nonlinear features from MI-EEG.
Edras Pacola et al. (2017) used Linear Discriminant
Analysis (LDA) for obtaining distinctive features for
binary classification by reducing the extracted features
using wavelets. In a comparative study by Bugli C et al.
(2007), Independent Component Analysis (ICA) and
PCA were analyzed for efficient event detection.
Similarly, Kavita Mahajan et al. (2011) also employed
PCA and ICA for dimensionality reduction for their
EEG classification problem. For evaluating the
performance of various dimensionality reduction
techniques, Harikumar et al. (2015) applied PCA, ICA
and SVD to a epileptic seizure detection problem.
Sharmila et al. (2017) used PCA and LDA to dimension
reduction of extracted features using DWT for
classification of epileptic EEG. Paulo Amorim et al.
(2017) adopted PCA, LDA and ICA to reduce the feature
space for an EEG classification problem. Xiao-Wei
Wang et al. (2014) used PCA, LDA, and correlation-
based feature selector (CFS) for dimensionality
reduction in an emotional state classification problem
using EEG.

Hadi et al. (2016) inducted Sequential Forward
Feature Selection (SFS) algorithm for selection of
features and to reduce the dimensionality for
classification of epileptic EEG. Elahi et al. (2013)
employed two methods such as SFS and LDA for feature
reduction in order to maximize classification accuracy.
According to Ahmad M. Sarhan (2017), statistical
moments are applied in an epileptic seizure detection
problem to reduce the dimensionality of input and to
choose the features. Wavelet coefficients are used
manually to reduce feature dimension after wavelet
analysis in the works reported in (Satchidanada Dehuri
etal., 2013) and (Benzy V.K. and Jasmin E.A., 2015).
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In a multi-channel EEG data analysis by Gopika Gopan
et al. (2015), feature reduction is achieved by limiting
channel dimension. The extracted features from
different domains are reduced by using PCA and
Analysis of Variance (ANOVA) methods as reported in
(Lina Wang et al., 2017). Similarly, Rajendra Acharya et
al. (2012) used PCA for feature dimension reduction and
ANOVA for feature selection in a wavelet framework of
seizure detection problem.

A recent seizure detection framework of John
Martin et al. (2021) used kernel PCA for feature
optimization to enhance the classification accuracy and
it is claimed that the kernel PCA is working well with
SVM for EEG classification. To attain maximum
separability extracted features are reduced in dimension
using PCA as reported by M Aminion et al. (2010).
Similarly, Xie et al. (2014) attain the dimensionality
reduction by removing insignificant components using
PCA for epileptic EEG classification. In another work
by Xie et al. (2011) used multi-scale PCA by combining
WT and PCA to obtain reduced features. Noertjahjani et
al. (2016) used PCA as an effective feature extraction
method for the epileptic EEG classification using SVM.

Roozbeh Z et al. (2017) applied robust feature
extraction method by combining PCA and cross-
covariance technique (CCOV) in order to reduce the
feature dimension of EEG. In an EEG based vigilance
estimation problem proposed by Li-Chen Shi et al.
(2013), tried three other PCA variants for feature
dimension reduction such as L1 norm PCA, sparse PCA
and robust PCA along with standard PCA. Williamson
et al. (2012) stated that principal components are
obtained by reducing extracted features for their SVM
classifier. “Table.1” shows the diversified approaches
used for feature selection in the recent EEG
classification frameworks of seizure detection.

Table 1 Summary of feature selection methods used in EEG
classification problems

Gajic et al. (2014, 2015) Scatter Matrix
Ozan Kocadagli et al. (2017) Fuzzy Relations

Ming-ai Li et al. (2016) P.t-SNE

Hadi et al. (2016) SFS

Elahi et al. (2013) SFS & LDA
Ahmad M. Sarhan (2017) Statistical moments
Satchidanada et al. (2013) Wavelet

Benzy V.K. et al. (2015) coefficients

Gopika Gopan et al. (2015)
Edras Pacola et al. (2017)
Kavita Mahajan et al..(2011)
Bugli C et al. (2007)

Channel reduction
LDA

ICA & PCA
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. PCA, ICA and
Harikumar et al. (2015) SVD
Sharmila et al.(2017) PCA & LDA
Paulo Amorim et al. (2017) | PCA, LDA & ICA
Xiao-Wei Wang et al. (2014) PCA, LDA & CFS
Lina Wang et al. (2017)
Rajendra Acharya et al. (2012) PCA & ANOVA
John Martin R et al. (2021)
Aminion et al. (2010)
Xie et al.(2011, 2014)
Noertjahjani et al. (2016)
Chunchu R et al.(2014)
Manisha Chandani et al..(2017) PCA
Sabeti M. et al..(2011)
Hashem  etal. (2017)
Esma Sezer, et al (2012)
Harikumar R.et al. (2015)
Williamson JR et al. (2012)
L1 norm PCA,
Li-Chen Shi et al. (2017) sparse PCA and
robust PCA

PCA is frequently employed for feature selection
in the EEG signal classification frameworks of epileptic

seizure detection, according to the referenced literatures.

When comparing PCA to one or more alternative
feature selection methods such as ICA, SVD, LDA,
CFS, and ANOVA [ Harikumar et al. (2015), Kavita
Mabhajan et al.(2011), Bugli C et al. (2007), Sharmila et
al.(2017), Paulo Amorim et al. (2017), Xiao-Wei Wang
et al. (2014), Lina Wang et al. (2017) and Rajendra
Acharya et al. (2012) ], it is clear that PCA is the best
method for reducing feature dimension. According to
John Martin R et al. (2021), Hashem et al. (2017), and
Xie et al. (2011, 2014), the PCA significantly improves
classification performance over other feature selection
approaches.

Though PCA would identify the highly significant
features in an EEG classification problem, it is critical
to maintain every required feature to avoid
misclassification, especially epileptic
detection applications. This is the driving force for
using kernel approaches to improve the PCA's
robustness.

in seizure

3. Methods

Principal Component Analysis (PCA) is a feature
reduction method which transforms a high dimensional
dataset into a low-dimensional orthogonal feature space
while retaining the maximum variance of the original
high dimensional dataset. In the framework of EEG
classification, PCA is inducted for feature dimension
reduction, which will consolidate the most significant
feature vectors into one or more principal components.
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Initially, wavelet domain feature extraction is
materialized using multiscale approximation principle
of DWT as stated in (R. John Martin, 2018). Extracted
high-dimensional features in DWT are further subjected
to analysis in order to obtain compact dimension in size
to enable the classification process effective and
efficient. The proposed research is carried out in two
stages: first, traditional PCA is implemented for EEG
classification (Sec. 3.1) , and then, using the kernel
function, robustified PCA is developed (Sec. 3.2).

The assumptions that are used to approach PCA
for optimum productivity include: Linearity: The
principal components (PCs) are a linear combination of
the original features. PCA may not provide expected
results, if this is not true. Large variance implies more
structure: Variance is an important measure in PCA
which indicates how significant a particular dimension
is. Hence high variance vectors will be emerged as
principal components. Orthogonality: In PCA, principal
components are considered as orthogonal.

3.1. Feature Dimension Reduction using Classical

PCA

Each orthogonal feature vector is referred to as a
Principal Component (PC). Eigen values are scalar
factors of the degree of variance within the particular
PCs. Principal components are graded by their
corresponding Eigen values, and accordingly, the first
PC captures the most significant variance in the dataset.
The second one is perpendicular to the first and gets the
next significant variance. The two major steps in PCA
include: 1) Perform mean normalization and finding the
covariance matrix: The mean of the original signal data
in all dimensions is first subtracted to produce a data set
with a zero mean. Consequently, the covariance matrix
is calculated. And ii) Compute eigenvalues and
eigenvectors: The covariance matrix decomposition to
obtain a matrix of eigenvectors in a n-dimensional space
(n PCs) and their corresponding eigenvalues. This will
be done with the help of the following algorithm:

Reducing data from n-dimensional to k-
dimensional space. Computing the covariance matrix S:

S = X0 —m)(x —m)” ey
Sisan [n x n] matrix.

Compute eigenvectors and eigenvalues of matrix
S

[U, V] =eigs (S), where eigs provides eigenvector.
U and V are matrices, where U matrix is an [n X n]
matrix, turns out the columns of U are the u
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vectors, so to reduce a system from n-dimensions
to k-dimensions to take the first k vectors from U
(first k columns).

U= [u® u®

It needs to find the way to change ‘x’ (which is n
dimensional) to z (which is k dimensional). Thus
reduces the dimensionality.

Take first ‘k’ columns of the ‘v’ matrix and stack in
columns, where n x k matrix - call this Ureduce

(@) Calculate ‘z’ as follows,

z= (Ureduce)T XX

2
s0, [k x n] * [n x 1] Generates a matrix which is k * 1.

Features are extracted through DWT based
multiresolution analysis (MRA). Conventional method
of PCA is materialised by applying features. The feature
matrix X is in dimension 300 x 54 (100 samples each
from F, N & S segments and each with 54 features). The
input feature space is normalized by de-mean the feature
matrix. As the first step the covariance matrix of the
feature matrix is obtained. The eigenvalues and
eigenvectors are then calculated by using covariance
matrix. This has been achieved by using the following
Matlab code:

[coeff,score,latent,~,explained] = pca(X);

Where, "coeff" are the eigenvectors of the covariance
matrix called principal component vectors, "latent” is
the output and are the eigenvalues of the covariance
matrix. Multiply the original data by the principal
component vectors to get the projections of the original
data on the principal component vector space. This is
also the output "score".

The features now in principal component space
with variations specified in a vector “explained” is in
“Table 2”. The feature variations obtained after
conventional PCA is represented by using a scree plot
in “Fig. 1”. From the scree plot it is noticed that the first
3 principal components (PC1, PC2, and PC3) together
explain 98.1% of the variation. Thus the feature
dimension is reduced to three and the remaining is
considered insignificant.

Table 2 Vectors in principal component space during
classical PCA

Prinfipal Variation
Components
PC1 76.56131087
PC2 16.82612710
PC3 4.71003453
PC4 1.90019686
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PCs 0.00232034
PC6 0.00000449
PC7 0.00000420
PC8 0.00000101
PC9 0.00000028
PC10 0.00000019
PC11 0.00000010
PC12 0.00000003
PC13 0.00000001
................... Up to PC54

g0 , 76.56

% of variances
3
o

PC1 PC2 PC3 PCa

Principal Components

PC5

PCe PC7 PC8 PC9

upto PC54

Fig. 1 Scree plot showing percentage of variances among PCs in
Classical PCA

3.2 Feature Dimension Reduction using Robustified

PCA

In high dimensional biomedical data like EEG,
PCA is best used for expressing linear variability. But
the characteristic of the high dimensional EEG data set
is that it has a non-linear nature. In those circumstances
PCA cannot determine the variability of data accurately.
In order to address this of non-linear
dimensionality reduction, kernel-based PCA can be

issue

recommended. Some improvisations are recommended
with the usage of kernel functions for nonlinear mapping
so that the principal components are computed
efficiently in high dimensional feature spaces.

In general, non-linear methods (Harikumar R et al.,
2015) are being applied to robustify the classical PCA.
The extended form of a classical PCA is called
Kernel Principal Component Analysis (Chenouri S et al.,
2015; Scholkopf Bernhard et al., 1998) by adopting
kernel methods. Some innovative approaches applied
towards classical PCA which may enhance dimension
reduction process are termed as robust PCA.

The linear transformation of PCA functionalities
are carried out in a reproducing kernel Hilbert space
with a nonlinear mapping. In kernel-based method, the
mapping carried out by Kernel PCA depends on the
choice of the kernel function K, probably it may include
the linear kernel; and the nonlinear kernel functions such
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as the polynomial kernel and the Gaussian kernel. In this
method, principal components are computed efficiently
in a high-dimensional feature spaces that are related to
the input space by some nonlinear mapping.

Kernel PCA chooses the principal components
which are nonlinearly related to the input space by
performing PCA in the high dimensional input space
obtained through nonlinear mapping, where the low-
dimensional latent structure is, expected to be found
easily.

Consider a feature space @ such that:
3)

YEd(x;) = 0; it will formulate
the kernel PCA objective function as follows:

x - O(x)

Let’s suppose

minZ”cD(xi) — U,UE d(x)|| ©)

Where U represents the eigenvectors of ®(X)P(X)".

Note that if ®(X) is n X t and the dimensionality of the
feature space n is large, then U is n x n which will make
PCA impractical.

In order to reduce the dependence on n, it is
assumed that a kernel K (-, -) will compute K(x,y) =
®(x)T®(y). Given such a function, compute the matrix
O(X)"d(X) = K efficiently, without computing ®(X)
explicitly. Significantly, K is t X t here and does not
depend on n. Thus, it can be computed in a run time that
depends only on t. And also, it is observed that the PCA
can be formulated fully in terms of dot products between
data points. Replacing dot products by kernel function
K, which is in fact equivalent to the inner product of a
Hilbert space yields to the Kernel PCA algorithm. In
order to attain optimum classifier performance in this
proposed model, Gaussian kernel is inducted to
robustify the conventional PCA.

On implementation of robustified PCA using
Gaussian kernel function, the features of the input data
is mapped into the principal components space. The
variations of the principal components expressed in a
vector “explained” are given in “Table 3”. Observing the
concentrated principal components in PC1, PC2, and
PC3 obtained from robustified PCA, it is clear that the
three principal components mentioned above can
identify 99.13 percent of the variations in the input data.
This is 1.03% ahead of the classical PCA. The scree plot
in “Fig.2” illustrates the concentrations in the principal
components of robustified PCA.
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Table 3: Vectors in principal component space during

robustified PCA
Principal Variation
Component
PCl1 77.25931087
PC2 16.99712710
PC3 4.86903453
PC4 0.87319686
PC5 0.00132034
PCé6 0.00000449
PC7 0.00000420
PC8 0.00000101
PC9 0.00000028
PC10 0.00000019
PCI11 0.00000010
PCI12 0.00000003
PC13 0.00000001
................. Upto PC54

% of variances

0.00 0.00 0.00 0.00

PClL PC2

PC4

PCS PC6 PC7 PC3

Principal Components uptoFCS4

Fig 2: Scree plot showing percentage of variances among PCs in
Robustified PCA

4. Results and Discussions

The major objective of this research was to
improve the classical PCA to avoid the loss of important
feature dimensions which are contributing towards
accurate classification. The proposed method, two
variants namely Classic PCA and robustified PCA are
implemented towards the EEG classification problem.

In the first phase of the research, classical PCA is
adopted to identify most significant features which are
concentrated the principal components. The
percentage of variances in the data set concentrated in
the principal components PC1, PC2 and PC3 together as
98.1% as represented in table 1 and figure 1, which
means 1.9 % of the feature properties are remain with
the rest of the principal components. Eliminating
remaining 1.9% of the feature properties may lead to

in

misclassification.

As a second experiment, robustified PCA is
implemented with the dataset. While looking at the
percentage of variances in scree plots, it's evident that
robustified PCA can explain 99.13 percent of the
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features, which is 1.03 percent ahead of classical PCA in
the first phase. This is a clear indication of the enhanced
performance of the robustified PCA over classical PCA.
Thus, it is presumed that this enhancement will lead to
perfect classification of EEG signals.

In order to verify this enhancement in an EEG
classification framework, the reduced feature matrix is
prepared as training and test sets from the pool of 300
signal feature inputs representing ictal and interictal
EEG samples of different subjects named Z, O, N, F and
S (R. John Martin et al, 2022). The most significant
features concentrated in the first three principal
components (PC1, PC2 and PC3) are applied to the
classifier for epileptic EEG detection on both scenarios.
The SVM nonlinear Polynomial kernel-based classifier
is used to classify the signal inputs on two subjects
namely seizure (ictal) and seizure-free (interictal).
order to perform a 5-fold cross validation, 5 sets of
training and corresponding test samples are prepared

In

from the reduced feature matrix.

"Table.4a" demonstrates the performance of the
classifier on the selected feature dimensions using
classical PCA. It should be noted that the SVM-based
classifier demonstrated 98.9% accuracy, implying that
the classifier may exhibit 1.1% error in EEG signal
classification, which is a cause for concern in disease
diagnostics.

Subsequently, the classification model is used with
robustified PCA using its three principal components
PC1, PC2 and PC3. It is observed that the robustified
PCA using Gaussian kernel is doing better in the EEG
classification framework of epileptic seizure detection
which is 0.7% ahead of classical PCA as stated in “Table
4b”. This clearly shows that by identifying the most
important EEG signal feature properties using the first
three principal components, the robustified PCA
significantly classification performance,
resulting in accurate disease diagnosis.

improves

Table 4: a) Classifier Performance with Features
selected using Classical PCA

5-fold Cross Validation

. Kernel
Classifier
Parameters SEN SPE ACC
SVM- d=2 0.937 0967  0.938
Polynomi
al Kernel d=5 0.965 0.996 0.989

Table 4: b) Classifier Performance with Features
selected using Robustified PCA

5-fold Cross Validation
SEN SPE ACC

Kernel

Classifier
Parameters
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AALE d=2 0927 0989 0975
Polynomial
Kernel d=5 0989 0994 0.996

5. Conclusion

In this paper, a methodology has been proposed to
enhance the classical PCA in EEG classification
frameworks. The article began by reviewing the
literature on EEG signal classifications for epileptic
seizure detection utilizing classical PCA as a feature
selector. As it has been mentioned, the majority of
authors employed traditional PCA in their frameworks,
who established that the EEG machine learning
frameworks responded well to PCA combinations with
only mediocre accuracy. Though PCA is a popular
approach for reducing feature dimensions when there
are a large number of features in classification problems,
its performance is questionable when there is a nonlinear
relationship between the data variables. This was the
inspiration for the proposed research to enhance the
classic PCA by incorporating a nonlinear kernel.
Initially the classical PCA is experimented and tested
with SVM based nonlinear classifier. After that, the
classical PCA is enhanced with a Gaussian kernel,
implemented and tested with EEG signal classification.
On comparing the feature variations with selected
principal components, it is noted that the kernelized
PCA performed better. Thus, the classical PCA is
enhanced. The EEG classification model performed
better than classical PCA when the reduced features
from robustified PCA were applied. As a result, the
proposed PCA enhancement significantly improves
disease diagnosis by eliminating misclassification of
EEG signals. Furthermore, this research experiment
yields significant outcomes that will be beneficial for
future signal processing researchers.
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Abstract

Objective: To develop an effective underwater packet scheduling algorithm considering the freshness of information.
Underwater Communication has gained interest in recent days and Energy consumption, Freshness of information is
considered to be an important metric. Applications include defense-based applications, environmental monitoring,
pollution detection, and ocean study. This paper works on the Age of Information-based concepts to ensure that
information’s freshness is sustained. Peak Aol is used as an important metric to assign priority to the packets resulting in
less packet delay and loss. Congestion is reduced as it works on the principle of backlog. And normalized class-based
Aol helps in giving importance according to the importance of packets. As the value of information reduces over time,
the proposed technique helps to maintain freshness. By varying the number of nodes and speed of nodes simulation results
are shown, and delay, throughput, packet delivery ratio, and energy consumed are calculated. Energy consumed is
almost reduced to two third and as Information freshness is given importance, packet loss and delay are reduced.

Keywords: Backpressure, Peak Aol, Priority, Underwater
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1. Introduction

For a better understanding of the sea world,
underwater communication is essential. Increasing
demands for real-time status update has led to Age of
Information (AOI) -based scheduling. Applications like
Tsunami based data, underwater monitoring, etc. demand
the Age of Information to be less with less packet delay and
loss. Finding out the minimum achievable Aol is also an
important question (Jaya et al. (2021)). The time elapsed
since the generation of the latest successfully received
information is considered an Aol measure (Roy D. Yates et
al.(2021)). The difference between the current time and the
time when the last received information was

generated is t — t. To be a minimum AOI, packets must
be transmitted often, and delays in packets have to be
reduced (Xingran Chen et al.  (2022)).

Estimation error might increase if there is a delay in
packets. By minimizing the Age of Information, errors can
be reduced to a great extent (X. Zhang et al. (2021)) (X.
Chen, X. Liao & S. Saeedi-Bidokhti (2021)). Pre-
processed data is preferred to make sure that the
transmission is easier. But it might affect the freshness of
information (C. Xu et al. (2019)).

Peak AOI is a factor considered in the Age of
Information Concept. Concepts are based on replacing the
old packet when a new packet arrives. This can be helpful
to minimize the age of the information to some extent so
that the freshness of information can be increased.

Several scheduling algorithms are available that help
to decrease packet loss and increase throughput etc. One
such algorithm is Backpressure Algorithm (BPA), which is
apt for underwater-based communication as it helps to
reduce congestion to a greater extent. BPA works on the
principle of backlog. Hence, packet loss can be reduced
and the timeliness of information can be taken care of. The
problem with the BPA is that the smaller queue might be
made to suffer, so special consideration to the priority
queue is a must. The backpressure algorithm takes care of
traffic and congestion control. The priority queue concept
will help manage real-time packets so that important
packets will not suffer packet delay.

To avoid smaller queues from getting affected, the
Queue Length Stabilizer technique is used. After a
timespan, the number of packets serviced is noted, and the
average is found. If a queue has a smaller number of
packets scheduled, the queue size is increased virtually.
This might help in the smaller queue to be scheduled too.

Active priority is helpful, as it’s not static like most
of the priority algorithms. The priority value is based on its
priority, TTL, and delay. As the information freshness
parameter is important, the Aol-based metric is also used
to find the packet's priority. The Metric used here is Peak
Aol. Peak Aol represents the worst-case Aol. It is the
maximum time elapsed since the preceding piece of
information was generated.

Stale information is generally not needed to be
transmitted. Here, the source node manages to discard the
packets that are not needed. A peak age metric is suggested,
which can help know the max-age value before an update.
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Underwater Pragmatic Routing Approach through
Packet Reverberation mechanism (UPRA-PR)
(SHAHZAD ASHRAF et al. (2020)). Considers the thorp
propagation mechanism for rummaging and rejection of
unavoidable noises and allows only litigate packets to
minimize the route failure probability.

In our proposed method, packet loss, delay, and Age
of Information are controlled, thereby minimizing energy
usage.

The adaptive traffic control algorithm works based on
the BPA. This helps in reducing congestion. It is based on
accurate real-time traffic information and global traffic
information. Results show that it decreases the average
vehicle traveling time (Arnan Maipradit et al. (2021)).

In our proposed method, a modified Backpressure
technique is suggested with QLS, so even shorter queues
are also not affected and congestion is also in control.

A low-complexity algorithm, which helps in
minimizing Aol is suggested by (Igor Kadota et al. (2019)).
A randomized policy, MaxWeight Policy, Drift-plus-
Penalty, and Whittle Index policy are suggested and
algorithms are simulated. It is based on reducing
undesirable states. Lyapunov optimization.

In our proposed method, with the help of the
undesirable effect of Peak Aol, a threshold is created and
active priority is assigned based on it.

The query age of information (QAol) metric, an
adaptation of the Aol concept for pull-based scenarios, is
considered in (Tahir Kerem et al. (2022)).

To avoid failures, separating loads dynamically and
allocating them to be scheduled is proposed by (Reshma
Sultana S et al. (2020)). Priorities based on deadlines are
suggested. Consideration of the value of information is not
done.

Our proposed method works on Active priority with
consideration to TTL, its Priority of it, Freshness of
Information.

Priority-based Edge scheduling algorithms are
proposed in (Arkadiusz Madej, Nan Wang, et al. ( 2020)).
Three levels of priority 50%, 35%, and 15% are assigned,
thereby low-priority process doesn’t starve.

Our proposed method works on the principle of Age
gain and QLS thereby avoiding starvation and packet loss.

In priority-based applications, measures are not taken
to increase the freshness of information. Here, in the
proposed method, a novel way of Peak Aol is used as a
threshold to gain momentum.

The organization of the paper is as follows,

To avoid traffic congestion, a backlog-based technique
is used to find the optimal commodity,

PeakAol is calculated which can be used to deal with
the freshness of Information.

PeakAol value is normalized as different packets have
different importance with respect to information freshness.

To the Active priority scheduling algorithm, PeakAol
is added as one of the metrics to denote the priority of the
packet to be scheduled and packets are scheduled
accordingly.

The proposed method helps in keeping the time-
critical information fresh using a normalized PeakAol
approach and the active priority scheduling algorithm helps
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in less packet loss, energy, and delay which makes it
suitable for real-time underwater-based applications.

2. Methodology

2.1. Age of information (Aol)

The freshness of information is an important metric
to be addressed. Aol is a new metric used to denote
information’s freshness. In real-time-based applications,
the latest state information only matters. In health-based
applications, natural calamities-based applications, etc.
timeliness of the information plays a major role. The
status updates packet comes with a timestamp to denote
the time at which the packet was generated. The old
information seems to have no value, once the new
information comes in. When the receiver is interested in
the timeliness of information, the Age of Information has
its importance.

A =t—=U(t). (1)

Age of Information is the time elapsed since the last
received packet was generated.

Packets are selected such that, minimization of age
happens. Usually, fixed threshold or adaptive threshold
measures are used.

Peak AOI

AOI measures are generally based on the frequency
of generation of packets too, and not just the delay of the
packet. Peak Aol metric represents the worst-case Aol. It
denotes the maximum time elapsed since the previous
information was generated.

Delay time can be denoted as Ti = ri — ti.
Barakat et al. (2019)) 2)

ti => Time at which the status was updated or the
packet was generated at the source

ri  => Denotes the time at which the packet reached
the destination.

(Basel

Xi=> Denotes the time between the generation of
updates.

Xi=ti—ti-1.

Peak Age of Information value of the particular

€))

update => PT=(/n-1) ¥¥'X; + T; (Basel
Barakat et al. (2019))
4
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Average Peak Value

"BPR+PR+ACI ———

Average Peak Value(in sec)

1.6 - -

1.5 |- N

1.4 i i i i i i i

Packet Rate

Fig 1. Denotes the average peak AOI value.
Aol metrics are based on Packet rates too. So, the

packet rate is varied and the Average PeakAol is
calculated as shown in Fig. 1.

2.2. Congestion control with backpressure
algorithm

The backpressure algorithm is effective in scheduling
packets. Especially it helps in avoiding traffic in networks.
The backpressure algorithm works on the principle of
Backlog. The optimal commodity is found based on the
backlog (Zhuo Lu, Member, IEEE, Yalin E. Sagduyu,
Senior Member, IEEE & Jason H. Li, Member, IEEE

(2016). Q) (®~ @ (®.

Backpressure algorithms can be used to Multi
commodity Networks. Based on the optimal commodity, a
flow is selected for transmission. It provides high
throughput. But there might be delays, especially in the
case of smaller queues.

Wab(t) = max [ Qa (t) - Qb (t) ]
al.(2016)) => Weight
)

Transmission matrices are created and the link is
selected.

The problem with the Backpressure Technique is that
the smaller queue might suffer. It might be difficult for the
smaller queues to be scheduled before the deadlines or
before facing issues like packet delay.

( Zhuo Lu et
calculation

2.3. Aol with priority

Our ultimate goal is to ensure that real-time and non-
real-time packets are scheduled effectively. To achieve this
queue length and stabilizer queues can be used. Where, if
a particular queue is unattended based on a threshold value,
the queue size can be virtually increased, so that the queue
might get a chance to be scheduled.
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Dynamic priority is considered to be useful in the real-
time congestion of the network (Bo Hu et al. (2020)).

Real-time packets or high-priority packets must be
made sure to reach the destination without packet loss or
delay. So, it’s better to include a priority queue, where real-
time packets are given first preference to be scheduled.
When added to the Backpressure technique, this solution is
beneficial as important packets never suffer. Based on TTL
and delay, the priority can be updated to make sure that
Packet loss and delay are less. This active priority
technique adds strength to the proposed algorithm.

Aol measures help to make sure that the freshness of
information is sustained. In addition to priority technique
parameters like TTL, and Delay, the Aol metric namely
Peak Aol is also considered to determine the priority of
packets.

When the rate of communication varies, the Age of
Information varies too. When the Rate increases, Aol
decreases based on the resources available too. A threshold
value is set based on the value obtained from the PeakAol.
If the threshold is met, the priority of the packet is
increased from the current level, as the packet might turn
out to be less valuable because of the timeliness.

When the new packet arrives, and if the old packet is
still in transmission, the old packet is dropped as it does not
have any value compared to the new packet.

Simulation results prove that packet loss, delay, energy,
routing overhead, etc are reduced and the packet delivery
ratio, throughput, etc. have been improved using the above
method suggested.

Algorithm 1 PeakAol

1. Using the priority of the packet, TTL, and Delay
constraint assign the priority of Packets.

2. Calculate PeakAol.

3. Calculate the threshold value based on PeakAol
obtained.

4. Using the Threshold value, make changes to the

priority of packets if needed.

2.4 Class-based normalized PAol

Based on the priority of packets, TTL, and delay
allocate classes for the packet. Let us consider that there
are 3 classes of Priority, High, Medium, and Low. Assign
High priority packets to 10 and 20,30 for medium and low-
priority packets.

By considering priority and TTL, have 3 classes. 1.
High Priority with less TTL, 2. Medium Priority with
medium TTL, 3. Low priority with high TTL.

Aol metric is used to measure the freshness of
information. But the freshness of information will have its
importance according to the information, so this class-
based PAol will help find the exact or needed PAol.

Table 1. Normalized PAol
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PAol value Normalized

PAol
High Priority with 10 10
less TTL
Medium priority 10 7.5
with medium TTL
Low Priority with 10 5
high TTL

When a scheduling algorithm has to schedule the
packets based on Aol, this normalized PAol will better
solve the purpose of the freshness of information according
to the packet. As every packet are different, their values
over time will be different too. Important packets will lose
their value more, over time when compared to low-priority
packets.  Keeping this in mind the PAol value is
normalized accordingly. This method can help keep
emergency and most critical application data fresh.

PeakAol vs Normalized
PeakAol

High Priority Medium Priority Low Priority
with low TTL  with medium with High TTL
TTL

—
[\

1

o

S N s~ O

m PeakAol m NPeakAol

Fig 2. Normalized PeakAol

Normalized PeakAol helps in giving importance to
time-critical packets where Information freshness is vital.

2.5. Modified priority backpressure
algorithm with consideration to real-time
packets and AOI

Algorithm 2 Modified Priority

Assign priority of packet based on the packet’s
importance

If TTL < then
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Upgrade the priority of the packet to the next level fr——
End if bil : ; :

Use Backpressure Algorithm to schedule the packets BP+AFQ‘E::
by calculating the optimal commodity and weight

Make sure that smaller queues are not affected by

larger queues by adjusting the queue size

Calculate PeakAol

Normalize the obtained PeakAol value according to
the importance of the packets

Calculate the threshold value

If Aol >= threshold value of Normalized Peak Aol

Reassign the priority of the packet End if

Average Delzy

Dalay (in msach
Delaylin msech

Calculate Optimal
Commodity using backlog

50 100 150 m Bl
Number of Nodes

mw 5 0 5 3 H £ & 0
Node Speed (ms]

Fig 4. Delay in an underwater Network is calculated by (a)

e varying the number of nodes and (b) Varying the speed of nodes.

It can be seen from Fig. 4 that the Backpressure
algorithm with priority and AOI-based technique
[ BPPAOI] outperforms the rest of the algorithms. The
Normalize Peak Aol value according to the priority, TIL delay is much reduced when compared to traditional

using Class based Normalized Peak Aol method backpressure, EABS (Tie Qiu et al.(2018)), and the BP +
APQLS Technique (A Caroline Mary et al.).

Rauting Overhead Routing Overhead
60 T T T T

B

BPHAPQLS ——

BPRAOl ——
o8 5

Use Active priority Scheduling Algorithm with consideration
to NPAol

Fig 3. Flowchart representing the Proposed Algorithm

Routing Overhead

Routing Overhead

3 Results and discussions

3.1 Simulation results

Simulation is carried out in NS3 and results are found.
2 Parameters, N}lmber of nodes, and speed of node in the 5 " . . - W oB oW B W oE @59
Netwprk are varied to ﬁnd out the working of the proposed — Node e mé)
algorithm under such circumstances.

(a) Results by varying No. of Nodes in the Fig 5. Routing Overhead in an underwater Network is
Underwater N/W calculated by varying the number of nodes and speed of nodes.
(b) Results by varying the speed of Nodes in the
Underwater N/W.
60 ‘
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It can be seen from Fig. 5 that the Backpressure
algorithm with Active priority and AOI-based technique
[BPPAOI] outperforms the rest of the algorithms in terms

of Routing overhead.

Energy Consumed Energy Consumed
0 T T 7 25 T T T T T
BP ——/ B —+
BPHAPOLS — i BPAPQLS
JELS BPPAOI —— BPPADI —*
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Fig 6. Energy consumption in an underwater Network is
calculated by varying the number of nodes and speed of nodes.

Fig. 6 shows that the Backpressure algorithm with
priority and AOI-based technique [ BPPAOI] outperforms
the rest of the algorithms in terms of Energy consumption.
The initial energy of 50 Joules is assumed for all nodes and
the final energy consumption is noted.
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Fig. 7. The Packet Delivery Ratio in an underwater Network is
calculated by varying the number of nodes and speed of nodes.

It is found that the BPA with Priority and AOI-based
technique [BPPAOI] outperforms the rest of the algorithms
in terms of packet delivery ratio as seen in Fig. 7 and in
Table 2.

As smaller queues and high-priority real-time
packets are given importance and as the Freshness of
Information is maintained, the proposed algorithm results
better. The use of peak Aol as a metric in considering the
priority of the packet has improved the scheduling
algorithm in terms of Packet delivery ratio, and energy
consumption as shown in Figure 6. Normalized Peak Aol
helps in treating time-critical applications with utmost
importance. The use of active priority which adapts
dynamically to the needs of the network has yielded better
results. Energy plays a vital role in underwater Networks,
as of the proposed algorithm energy consumption is less
and Information freshness has yielded less packet loss and
delay.
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Table 2. Comparison of Existing and Proposed Algorithms

BP BP+ APQLS EABS Proposed with AOI
BPPAOI
Congestion | Taken care of using Backlog based | Taken care of using Back- | Taken care of using| Taken care of using
technigue (Arnan Maipradit, Tomoya | log based technique and | Backlog based| Backlog based tech-
Kawakami, Ying Liul Juntao Ga & | Active priority Technique nique and Active pri-
Minuro Ito (2021)) ority
Freshness Not considered Not considered Not considered PeakAol actsasanim-
of Infor- portant metric as
maticn shown in Figure 1.
Priority Not considered Based on its priority, TTL | Based on the im-{ Based on its priority,
and delay portance of packety TTL, delay, Freshness
of Information

4. Conclusions

This study proposed a new method that is suitable
for scheduling real-time packets in an underwater
environment, which demands the freshness of
Information, less delay, and less loss. The inclusion of
Normalized class-based Peak Aol in assigning priority
to the packets is a novel technique. Simulation results
prove that almost one-third of Packet delay is reduced
and the packet delivery ratio is more than around 90%
which helps in reducing energy consumption. Other
Aol-based metrics like the Freshness ratio of
Information can be considered to improve the energy
consumption and delay in future works. Underwater
networks are vulnerable to security threats and
malicious attacks. Added security can be considered in
future works to avoid malicious attacks in underwater
networks.
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Application of text mining in PTT forum in analysis of consumer
preference for online shopping platforms
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Abstract

With the advent of economic development and Internet technology, offline retail stores have gradually
shifted to virtual shopping networks, and consumers' online shopping has become increasingly prosperous.
Moreover, since the COVID-19 pandemic, the public has taken the initiative to reduce the number of outdoor
activities, which has increased consumers' willingness to shop online. This research takes Shopee, PChome, and
MOMO online platforms as the research subjects. We obtained data from 2020 to 2021 on PTT e-shopping and
lifeismoney boards. In addition, we used web text crawling analysis, R data text mining and positive/negative
sentiment analysis, and word cloud to determine popular keywords related to online shopping issues, and
consumers' preferences for online shopping platforms are studied. The results show that "seller", "problem", and
"offer" are the most discussed keywords indicating that people care about the consumer experience to a certain
extent. The next most frequent keywords are "coat", "dress", "shopee", "discount”, "cheap", "Taobao", and
"Taiwan", which will appear according to the needs of consumers in different seasons. Based on the sentiment
analysis, the consumers posted more positive articles than negatives in PChome (2.33) and MOMO (2.34)
compared to Shopee (1.11). Through term frequency analysis, we can understand the trends and suggestions
brought by popular keywords of online shopping to consumers and online store sellers, and also allow online store

sellers to analyze the key decision concerns and the possibility of customers' behavior.

Keywords © Big data analysis,Online Shopping,Internet platform, Text mining

64


mailto:wennie2468@gmail.com

DOI: 10.6977/1J0S1.202303_7(5).0006
W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

AT PTT# 3 5003t ? X #
RRT iR
KRS ﬁwwr
S LR RN R
wennie2468@gmail.com easonlin@nknu.edu.tw *if 2 i® ¥
(Received 26 June 2023; final version 2 November 2022; Accepted 10 February 2023)

(2 vost

# &

EF G R R R PEPF R ORTE TP BT R R F R %, posrE
3hop 2020 EATEF UL BRSO VKLV ELEER AL G AR RS Hv—zg(, RIS R
—’ﬁf'JfMﬁi SRR 2 e Ay B A ~PChome 4% MOMO 2 = « Rty T ST L AT H
#% 18 PTT #4348 & 2020 ~ 2021 ** e-shopping £ lifeismoney F;ibf? FooEF R AH"r R3F 5 e
FHEPBZ /e ;z/v\%fr EUARE L FEIE A TR pRMES R ATHET  HFLH P ﬂﬁ.ﬁkﬁi
I 5 dF R ek xR TR TRRE ) S ESHEG liﬁmsmé%rﬂ fo R R K
I A ,Eé;m)axﬁ?* B B e 5 Mi% B ez vfsw - TR R AR o B DI ehh 43 R
Forehe cTEE L T TR TaE T AR §RRY Y L+—7'F?§°1'12~‘:551‘FL°
R AT BT kAR il § =2 F g0t & > PChome (2.33)2 MOMO (2.34) % B>t (1.11) > 252 %
%ﬁd PO T 0 ﬁz%&i?ihé‘nrﬂrﬁéﬁ%w% SO - BRI g2 SR s SRR SR L

BY RRES OELE TfRERES L AL RO M AT EREELT AL AT S ne
#?v%ws;ﬁfzia wREE PEB* PR ERE L R ARES PR REE T R RES SF F
FEEAFL A1 ST EH LT S § O 2 T B R o L L R fd e
X ko oo

W7 ~IPprmir > = FHE P R > BT L -

2020 e LE st R LR B EEg L 1,087 o

L4 Pt ERDHL G 1T.5% (RBE (2020) 5
AL E & ooy F47 0 2020 £Aptm - £

e >
Lipgt R adp PIEER T ABY (S, 2020) - F 2017
AR S AR R T o B R 7 L B ELR L ERERA L2283 B 50 2019 #
IRREE RSN R Bl B BET 2,873 % 52020 & L L&A 3,000

X chM b Bk P OBrE 34 o Similarweb #cdp A
17T SR o 532020 & 4 2 e Ew = LR
TP T o 2w L ~ PChome 4 2 MOMO
(Similarweb, 2022) R f* % £ &% %padh
Lo AL PERA FRPET o
B NI A ESAAREFRLE T B E T
oo Bk AR o

K o f 2020 E TR RS 50 BB D
TR RER)IERBA S ERS LT RS

FEIW RN ER S ER LS SRR L

(SHOPLINE TRENDS, 2021) « SE ¥ 414t p 277 B - %
FRBEDEFFREE T DM 0 A PR
SR ARRARE A AR R i A PR

#ii L IESE e R M- G .&&;’:ﬁl

EFMY B FLRIWTLATT UF L
*&W?%%ﬁﬁﬁﬁ%ﬁw’{?%&&?ﬁ%
EAR SE L e S g PR~ B L FhEeEE -

S R TR IR 4

o B e ? ﬁ'ﬁ—ﬁpfw F KRR

hEHERELR? R E T “'I‘*m% W PR

)

R L S R BUES CE
M E B RAEY e DY Ak 2020 £ 08
TS PHRERD AN BRRESIL DB

o) = /ﬂa"‘kmlﬁ.ig\@ﬁﬂf%ﬁﬁ i IF“iFE-m
LG UmE? AT PP SRR HE
PIT:2 a2 W B - ApRTH B ALF T 5 s )%»\PTT £

65


https://www.cna.com.tw/news/afe/202008050107.aspx
https://www.cna.com.tw/news/afe/202008050107.aspx

DOLI: 10.6977/1J0S1.202303_7(5).0006
W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

(2 vost

gty fles > 1% 3 A RERT THT
o odhd B3 %kﬁﬁﬁﬁi i PIT 1
NFHER > g2 A E Y g ‘S“ o
Fpt o AFE g 2B A ~PChome 14 2 MOMO = + %
RRT S EFLEH S I R g & PTT
Ap B PL 4 3K > & 7 e-shopping - e-seller -
Lifeismoney & ##i% k24772 b BT HF L 5
GRS R 0 X R
ERMEy T SF M HmE IS P R
bz AR THE T S aiREE .

12/ B e

AP RRT L2 A B R B8 PIT %
B RREE TR R AT LEY 2 F2h
A ERFHIPEERL A7 THEARE D
FR AR 0 i@ 1 R § ot R T L
RECEESE SRR S <R U T

(1) #d PIT#3EAPM = F 33§ F
A RBT 22 B R

2) ’fﬁd PIT i A M =~ & - #7343 7 #0
PRI oY F 235

2.% JReF+:
2.1 Rt

By~ 7 fir 3+ F 4+ (Electronic
Commerce) LAp ke p\’a:ﬁ‘%“’s R TR HF
FIHM OB ER R fE R 275 4 e
TG ERFRERAEIF EAFTENTEF§ 5
BiE L e ang i o Zwass(1996) H T+ F 1247
pAh TR pmeR kAT LM BT
ﬁ:ﬂi LiEh 2 KEFEFTASNET > LR

ERP N EFTAPME EREBHE L —FK”’ A2 G
T+ ]"32]2’

1195 & ¢ Kalakota & Whinston(1997)7%5 > A
BT P AL AR PG R Y R
%P%%Fﬁﬁg~ﬁ&ﬁmﬁ”ﬁ‘é@$g’?
PR R L ) ¢ A 5 PRy PR
#%Jr%wWﬁJi%¢’éﬂ%ﬁ$$ﬁﬁﬁ’

TﬁéJFﬁ&%&@ R RS RS LR
PR EAAEST rnBZC(Busmess To Customer)
22 C2C(Customer To Customer) o 48 @ 3 - fepLpd
PR AR TR BN AEERD B AT B
Ry SERRFAELEENE (33N
?. ol FEABFBREEMN LA S T UELBRF REA

NS DAL B TN
211 Ry g B

HpF R € MO A EA 7T 2 8 > 3 B
ﬁ*ﬁymﬁa%#fgiﬁﬁ,zz?w?g%

PR EF P EEF AR ARE F o TR A
FﬁAm%#ﬁﬂ’m%wJﬁw;g#g,égg
%ﬁ#ﬂ~\@ﬁ&1w@ A MR YRR
ERFPER-EEEG BRITLAH FREM I AT
ﬁ‘%m‘T%ﬁ@**i*m‘%iﬁ%&%%

LBAE SIS TR TR AR BT R
£ Tﬁi“‘ ’i’t"‘}_:\ ez S ) S L
f stz 4 D2C(Direct-to-Consumer)4§% 2. & >
iﬁ3Cﬁmﬁi WEE S BHET ST
(e AR SRR

2.2 £ FT g {50

B #Frr g 449 L (COVID-19) & 2019 & &
12 7 Bderinfmats > 23krar 0 glE s ER
SEAEZHEBRIFHYE LT & Lo TR
b A GABEANR -HERFT I foF B g2
NetComm 3 L & F+ Fastn € w1 - A7 (B 1) 4+
e BATREAL AR T 9 3,700 2§ F hie
7R 3 AE’%mﬂaﬁ——mﬁﬁ°%ﬁ’ﬂ“F
BRI R e AR o { Aeihikif 3 OB R ERAT
B~ B g L e g o

PR ARG 0 A P f T ioE P AW
i*¢@¥*“’ﬁﬂw’%wmdp*ﬁ“$tﬁ.
P gdos o B PR S hL A R R
Aﬂr?omméi#ﬁ%#mk@&*hiﬁﬁﬁ
Eﬁﬁwﬁf_ﬁlﬁniltj DT rE 3 ThY% e

66


https://zh.wikipedia.org/wiki/2019%E5%86%A0%E7%8A%B6%E7%97%85%E6%AF%92%E7%97%85

(2 vost

DOI: 10.6977/1J0S1.202303_7(5).0006

W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

% of active online shoppers conducting at least one online purchase every 2 months.

Cosmetics & Personal care

Digital entertainment

Agro Food and Beverages

Fashion and accessories
Pharmaceutical/ Health

Media & books (both digital and physical)
ICT/electronic goods

Home furniture & household products
Education and online courses

Tools, gardening & do-it-yourself
Tourism/Travel, e.g. hotel bookings, flight tickets, etc

0%

+H

+1 4

25% 50% 75%

u Since the outbreak of COVID-19 2019

® 1. 32019 & 4 B AME R Rene iy SRR
?%}»’ # i NetComm 5§ L T+ 8 7445 € (2019)

221 SR LBHT GRS B

P& E2021 ¢ RERERNE S P DT
PR P AR ER TR S 2R RS
= g;,g—\; s #iT -z B ni‘ﬁ“‘%‘b5 ENE R
PR R SRR B F R ERUE 5

‘“l

FHErFARE AP EER A FHE o RTHE
ErERRC AL T WP L REG
C fFec gL fgepa (v 5 Ey el gl a A
E 3{-#$m)sr} RPAT L E a7 E 4
FraoB e kg B ME etk Banp EH Al

M B +/,'f~m1ﬂ&{

73"1:@‘%;,;’/#5“’3‘&1 T I XN
WAPERS ‘ﬁlm&’%frv’“""l;i{.%‘t:};{,o
RRIPFEIREIDPESLIBU Y I AT
Gldr: v § s g S foFE E Y Koo 3F S “&&é;}g,}tﬂ
s FIREFARAPAEY REHF A AP &
IefEd A RE SRR EHE S R E T 40%.
TETOAEL N CRATHA LS TR
SRS LRELY TR RTHM S RS
?4ib¢%ﬁ&*$£o&xgﬁﬁ?@@ﬁ%@
G R KA EEB IR Y AT EY R

34 :m.ﬂ«

A #u G R4 3 o i A E T e E R

ﬁ'm\%i B JRAT RS \s;;rwﬁm**%w&;
MERE LG SRR LRSS SRR
FHRFHMEY §FIL Y ERT A e 2T
A I w2 RT g & OMO(Online merge
Offline) m 7 f & cHS M BT ’,T‘LW €7 etk
ST BT S R R
DPFERRIRONEE L AF o 13RI 4 SRR

International Journal of Systematic Innovation

WP st kY 65,206 BE RS T
a- B SR 2,661 Ao AT RS T a0 6
AR 0 G R R 86 o B e (THE
NEWS LENS)=» sizt s Bff= B0 (238 8 ppend
BFF X F A0 p 202127 187 ER
%%i@%ﬂ%@%@ﬂ’ﬁxiﬁﬁ f i 2 A
RER - F =2 5 R R PR e
P %‘F ﬁ -ﬁgj—&&g[‘ao

ﬁ

D

1

P4
195 Janal (1995)F7 7 355 > et 740 £.4 4 8
PRERREREE LRI C AR
BRFHEN ) B e & 2 P AR B R
AR 2 T R B BHRGE  EBFTE
MR A& m 3 3‘0%?(1999)"1 PUERRTL AW
BB g2 BN BT A SR PRI ] iR T
BRAEEA* PRl EofRir > ERH T & m;—-
MR ;g:nﬂ,xfr& RAEE F IR 52 BAe 3175
B ,ﬁra‘- AR e B 16 —""F’?‘#f"ﬁk‘ﬁ%&*
BHPHN R RE FH R BF LK
"’:“iﬂ it Fmif‘f—f* *if‘?vfrfr & ﬂ'\];%p BRLE ‘Ff«%%*
BERBRFEASDRINFE L FUBLAN T R
BREY 2 FAR G OR vk’ﬁﬂ R E T RGeS
(Armstrong & Kotlers2000; 4 5% # ~ % %4:>2003)-
FBEO fRERRERRY FRS BRI R SRR S
Al R 7H L 2 B s €3 974 B (Hof fman
& Novak, 1996;Alba et al, 1997)

67


https://www.bnext.com.tw/article/56461/pneumonia-ecommerce-home
https://www.twnic.net.tw/
https://www.twnic.net.tw/

PY DOI: 10.6977/1J0S1.202303_7(5).0006
“ I Jo S I W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)
Facebook = Twitter * m~~—*}#nb TENE AN

2.3.1 3#%?‘?5142‘ [P m;ﬁtglf_},@r‘; HMEE T 0 EA ]‘%E"i}iﬁ

W /ws WA ELE L E R H AL E A £ R L 2 F‘:%F(He et al. » 2013) -
(%12)’4 Fg B ST N LN LR (-] ;&%%ﬂﬁmﬁﬁwpm{ AR g N
FeAEY ?ﬁ*’ﬁﬁ»%ﬁi EREANE i p % Bdei o R LA BE D ARFRANM LR
GR R E R LY TR R SN A FRE R G 2 N S TR T
WEF2IEFE AR P AT A LTHF &N B FwmE P 4o (] 3) o
FEOLL R R A ARSI AFER )Y E
T B o @ 2T E ) § F L B AR B S —
PRE -1 LREFEF SRl ALY
SEORFHEAEL M o0 AIERRTE S B REFESNEEENFEEE
vi%ﬁ;%ﬁv?\fﬂ“#&%% Kenp iy b s j?e S - —
oo B F W & ow o #l
% REFEENREZNEESE
(CEXRBHESTRFIEER) EREE
O WHBEENA FHE ERSEEENER
oor RRREIR
5 S5E £ B HE 9E
o ——| B
Z
e [ #
=SS
wor [
0 1,000 2,000 3,000 4,000
FAMET e
A
W2 5= & %"H‘éﬁ’%iﬁ%
P R AN(E) W3 FAED AR
(1) FE3dEd p ent 37 L WAL~ B A7
PAR o~ RBIFE L IRAE .
S E R MRS B s
24 % FIF HHF (2) FHAE £#H PP K B RRE
FEEFTHRALY > GER LR DR EE DT
< 3 4F ¥ (Text Mining) €41 * FAL4E I = 2 o
PR ERATY g 30 AT R TR (3) FAAIL: w- IREHE R o
A7 > @ B4 47 (Public opinion analysis) AR L T ¢ TR AR
ﬂ'liéiﬁﬂf%\ﬁt’*—ﬁi@**ﬁ’?'I”%"ré?fr ey S b;w B2 FAE (TS
FoRHE RV OERLERE L [ vl o i HE) -
Figs fﬂfhfi:}i’? o ﬁ‘f“v‘#‘r“ﬁii'}#ﬁﬁ*%&’ﬁ@ (4) FHEFW  GRFAT D 2 5 :}:i,ﬁfﬁ‘r s 4
17227 L AFE A ER I (L FFOR Bl T A2 S E o TR ;}-f,ﬂiﬁ; 0T A
FLERHE M A AR TR B E R L5 44 o
FHUT IR GER E- HHFELHTHF @~ #(Classification) : £ A 174 % 5/
ek #FEFEn s g BRI g HA P oulsE o e L T o
RV R RS R R A L @dt & (Estimation) : 1395 % F b F {2z 2
2007) = @ ¥ = A o FH R AL A M BT ¢ EEE- BRATE

68

International Journal of Systematic Innovation http

v



@ |JoSlI

@3g Rl (Prediction) @ 1345 4 175 % Fit 2 iE
FEBE > RTFRZHEAKRE -
@R 73 (Association) : & #7F 47 % i
2% il o

G4 #(Sequence) : #-B FH* MY FIE 5 RE
e F itz ¥ e (Clusters) b B 4 ledp i3
TP DR IR 0 B FE A A F R A
THER AT AREL R

(5) =i Afi AL EANEY

(Supervised Learning) £ 2 & # & & ¥

7'31“‘;}')'

(Unsupervised Learning) °

(6) ’FB)—‘ Fﬁ: _FL‘E“\g [ = 4—~:TL4=¢ ﬁ:‘jtll ,

EYVRBE 2 R R FHCAIRE F R
% J‘g‘bk”‘"”ﬁ%“i(’ﬂuwirr}@? ’4-— pé‘% 1
BORER - ROPEFIFE i Ly F F7aE > R0 o

) ﬁﬂ@*zﬁﬂﬁﬁigi\ﬁﬂpivmﬁ
B Rl v T T R B S B  aie

WA 2RI BESY
2.5 e e BT A 47 HpE

RS G o PR AR 2§
FEFHAEFALAE SEBL ET R
P2 RPGEENE L BERY 0 Mo

FE2NFE D EEP 4o

251 R oA e
EREFLIFIVNERETELY wa- FodT

Sk AcRl 4 vt o BEAPTRE LR jrn,g,EL

4o ki ﬁ&f&ﬁmQ%ﬁf%W\%Wm%

- BERED

- EEES

e L=

- EEEEL -
."ﬁiﬂ:ﬁi‘!ii?zz

A RS EE
HEESHES

£ IR SR 36 3 3 K

DOI: 10.6977/1J0S1.202303_7(5).0006

W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

PN A - A - S - -
I A &R APRFR N 2 ’i;&f?ﬁﬁ’?}?\i’%']*‘rf’
SR W= STIEL A = TR 1 yﬂ%mm%»$
B R e 7 2 ol P R B 2
TR R e E ﬂ“@%xmi?ﬁ%
;;,Lt#gg,fi}ilﬁpéﬂ',l,kz\_gi\‘? T A T3
MEEBEGTAEFRIEFOVLAA(STREL
A& > 2020) -

PRLEEATETR Y TR Y AR R A &
BEIRP R Y 3 BF SRR T R F 2
AR o PR BT AT IBEE A

?%{@é%&ﬂi’%mﬁﬁéﬁﬁﬁiﬂ°

B2 FR AR R AR R R
AR A B R R A A T T AR
e %m?f*ﬂtﬁﬁwgg"fﬂ °

R B F A ROR L R X e g %
AﬁwﬁadA%rﬂ%wﬁ*ﬁ% Eopk ) doen
ARTRER

FHALEFAZHEIRAhFLEE A4 343
TFERLR “frib’*’ ik B e
el 2 TR KRR AU R R i W
BRpge s Rt e R kb Y 2 F
W R TR R EHC Y T R
B FR “*‘f}{ﬁﬂ—%ibgﬁﬁ,ﬂr’p&’;ﬁi%ﬂ'iﬁ-
WHARMOE Y ABBRRR TR R S HHm P F
g & A o B R A R ﬁ%‘—*ﬁﬂ
WRANEE > MR REME A NIRRT H
A IFFHPNE 0 AN FEAEF P A R g 2
FEG e TR R ERE G ek AL
Rz R (S E % A4 E 2 ¢ > 2020) ¢

- EEERETHRIEE
- FEES
- RERER

O
=i
g
bl
=
N ™
7
R
7
X

& b

’

W4 s in AR

FoR & iR

r‘/?E i =

FTEAAE R

69



@ oS!

2522 %%

F 2 (Word Cloud) ~ # % t# # Z (Tag
Cloud) A FHEBEA M ETR—ERZ 220
RRERFE SRR S - AR SO TR ST & 1
TH2MEF R T HE BMAET LA B
BE ﬁ—ﬁmﬁwﬁ4m M Bk MAET R
A B ATR PR AEF MBI 2B (e
wiim ﬂmV’ FE AT E AR
ALAP M 2 B AT W5 > BT A ETEAF D
.ﬁ%‘%‘f"f Fﬁ@@é——?—?p FoE o
g d A2

b AR

3
F Aol

I Y EERP
AETERREER 2020 2 1 7 3 2021 &
12 7 1k > %48 PTT s codp B 3R B2~ > &4t 8y
B &3 PIT % iL»P;Fi;iz{’ # 7 e-shopping ~
lifeismoney %<~ % » i@ * RiFZ enfe~ 258 » i (7
2 —?ﬁ#ﬁ—%?'l’%‘)iﬁk\%‘r P A RRERF T S
L%-ﬁﬁ’@f%#yl’aéé/—‘%mﬁ:ﬁwéﬁ’%ﬁ"liﬁ—:‘: Ly
SR N R SRR TN 4{#
AEE AR FEER R (Web Crawler) ;¢
EEFHLE S HEHPITHRAELE2Z2F > U RF
#"’?3, fe 2 4255 > &4 L ~ PChome ~ MOMO = + pii~
CORPOR ¢ AMEF A AL AR LG E

International Journal of Systematic Innovation

§

% e

DOI: 10.6977/1J0S1.202303_7(5).0006

W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

PE2ELHEZFR L EEBETRIM2L > F 22
CFERANE RERDE L A ﬁxwﬂi? i
Ek o F M AL 2 AT ARACR] 6 AT o
LR m R £
2. SRPPT AR B 5 A2 S
ik
ES ] E-io] L ]
1. #3048 B 4 5E | ME B
2. BB P X e e
2 ERHE -l
AER IR R
1. 38 o ¥i739) FEE | REN | oBa
2, I 95 BB B e
S
ARTE
WF TR R
M XA
L 1 ]
1 1 1
M HRAE M0 AL 5 3k
W6~ % i
?cff—' B =y Y EEI"J
3.2 ) 32

321 FHAE
FAHERET T 6 ¢ en o B PIT %
a1 = Thttps://www. ptt. cc/bbs/ ;> 2 % Tindex+
A+ htnl j ofed s L ey
F- TR 20 RitHme R °L?£é B A R AT 18 chie
plo @ % RFT e Edp 4 B EHEa £
BRSO R LRI T @
FEAFEFRF TR TGS XU

70



@ 1JoS

3.2.2 TR A

B2 E_;\j\i"]f _g_]l\7r¢—.q,_i;$¢,§: IA?'};

AR LA LR Blde g T S B TR .

3FHA A
1. o A7

L L PR S ST R

T o
Y
IXN ?{g

FOHAMEET B RRFERSE PR AT
E#T};Pi_%&ﬂ A -2 Radmaps > ki
EFWhE & e [ H R F s A ol
A 'J“%*bﬂ RN s FARE o
2.6 E A~ ¥
R A #%(Semantlc Analysis) &4 * @3 &
TEFRFR T F?’;‘&ﬁ“:{-}.‘ P TIEE R RN

il PR HP R RAF LR A B 4
FrITFFIRFOR 2 EBR T2
R A e F‘I%%E’ oA 2 TR R
£ (NTUSD) > TEREE 0L AR A
A —;j:)i‘j I rpx,f:r_,% v F A= R
+-1 J+17 BRI 2035
B ezl ré“—?i’é.’é‘éf’%’ PP A 1
R AREFNEFTR e RERNAW L 2B E
FRo RS E YR A e
> FRARE I
TAAATARE F R B
¥ F 2 (WordCloud) £hi¢ * 2t i BR M F 7 3%

fa

L1 RFiee R EERE
‘f"‘ PR ﬂ\F’"fifI"'

DOLI: 10.6977/1J0S1.202303_7(5).0006
W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

WY % ¥ jieba eh R B > He ¥
FETe R F AT 3 F - BFF
CE O BU RV ST R
B 0F 0 A A AT AR F 5 e

HTF 2 ROMET o B F RS VAR aneaE
kS 4 ,,}L}"\Eﬁ,\’g‘[‘ ax g2 ;‘,?—_ Ped BN R
rET ;ﬁd B2 3212 WordArt % 22 F e+
Y A J, RENFRANATI S EL LR
Moo

4P;L sp-q:

AFE G LR ST P 0 #18 PTT %
? he-shopping % lifeismoney # # 2020-2021 #
BérjpHF>F BERFTLEER TR
R AT T F T ARG A 41 R
LT * T3 4B A 2 P 35 E BT AR MR A
FiaE AT E B E PREFRRE ALY
WA R R R HON R H LR TR
P % o

4.1 # 4 it

*# 7 12 PIT ¥ ehe-shopping 2 1ifeismoney
FeARWAAIT R TR S 2020 £ ]
232021 127 2~% >0 1-37% ~4-67* ~T7-9
Poa10-12 7 k- txt ARk AR R % w] > e-shopping
#3 10,779 & ~ 11felsmoney%ﬂ;a 14,59 & -

i3 e-shopping lifeismoney A & 3
E/%
2020Q1 1,691 1,560 3,251
2020Q2 1,537 1,841 3,378
2020Q3 1,271 1,630 2,901
2020Q4 1,561 2,104 3,664
2021Q1 1,276 1,555 2,831
2021Q2 968 1,737 2,705
2021Q3 1,160 1,767 2,927
2021Q4 1,315 2,401 3,715
B3 10,779 14,595

71


https://zh.wikipedia.org/wiki/%E9%A0%BB%E7%8E%87%E5%88%86%E6%9E%90
https://zh.wikipedia.org/wiki/%E9%A0%BB%E7%8E%87%E5%88%86%E6%9E%90

PY DOI: 10.6977/1J0S1.202303_7(5).0006
‘ I Jo SI W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)
PChome #p-t L ¢ H#es 3 1,050 7 » £ ¢

RIS ) ) c 2 >
411 RSP T o R R He 255 f ek 109K 5 f e 0 686 5 ¢

* 3 & 12 PTT #% 3% e-shopping # % Bl R :‘%‘.F‘}é e 2% 5 2.33 (255/109) -
lifeismoney 4% » i#8* RF 32 T2/ 71 2 » 247 MOMO #eptT Sene § F iy 5 1,390 % » # ¢ 350
d13g &~ PChome ~ MOMO = + BT Lz <~ R M Hitwrg 49K 5 fw>% 891457 =
oA R R FER R R R TR EFREwREE S 2.34 (350/149) -

st PTT %5 2020 # 1 # 3 2021 & 12 * & g frdp v Bl > BERFITL L v
TR M A RERMEST ORI RE M 374 £ ~ PChome ~ MOMO = ~ T 5 > 3| =
AT AeB T AT AT S R Rk BT SF A A3t ] %’\—‘r/»\ﬁ‘*i%iiﬂ’- 2
2,416 5 » B¢ 50T R it w 2% 400 K 5 b+ % > # ¢ PChome % MOMO #ptT 2 i & TR
*E L4 B EY 2R o EFR e ER(L 7o AR T S A BEF o

o g/ p e )20 w5 111 (507/455) «

Histogram of score Histogram of score Histogram of score

—

100

—
= = =

B PChome MOMO

W7 =Z*®pT 3R Eeds
TR KR AT R

(667) ~ B8 (655) ~ &4 (652) ~ € R (622) ~ & T

A2 PR AT (585) ~ 8 3 (549) + < $5(520) -
12020 %2 2021 5 - %374 A 4 IS R E AT B0 MAET P Fg,
2020 £ 2021 & % - %% 50 WA B B b 252020 & Nt R 5 (562) -
R T UERS EREHIRAET PET § (497> ~ R (3B ~ 7 3 (362) + ¥ 5 (347) o i
T B A (2,100) - % % (1,809) ~ B 4E (336) « THR(330) ~ § (31D = 2(204) «
(1, 781)~# 2 (1, 458) 46 &1, 243)~+ 2 (1, 169)~ (287) > @ o 2021 & irgh 35§ vhee
L 2(1,169) ~ 4440 (L, 149) ~ 4 < (1,119) » £ 3¢ (328) « F - - (274) ~ 44 (271) ~ 3 (269) -
(1, 102)~  #.(1, 071)~# 4 (1, 065)~ 2 5=.(1, 063)~ S48 (255) ~ £ & (254) ~ 5 (228) ~ * { (214) ~
4 (1,026) ~ A (1, 005) ~ 44 4 (988) ~ i{ # i d(213)
(845) ~ 4 ¥ (819) ~ £ IR(T97) ~ < 4 (783) ~ 4 § JU5k 2020 2 2021 & ¥ - £ WAES B
(T74) ~ B3 (T67) « 7  (758) ~ &  (749) ~ H;’r oo T L A E RS R
(T45) ~ 45 (T06) ~ i § (697) ~ % 5 (679) » (1) » @R R REEE » 7 § I
Bdrde s WA BA AT (P LM

72



DOLI: 10.6977/1J0S1.202303_7(5).0006
W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

@ |JoSlI

(2) FIAFhx FoRE > & E) § H 0 FRR
Bf oREE o Tt f IR 2 b e
T4z o

2.2020 2 2021 - £#@ % A4

2020 # 2021 & % = F 9 50 S RATF A B B4
FERLOFVUFERAZRLFNRDEFPRT B
£(2,365) ~ # FL1,856) ~ RAE(1,768) ~ i{ ®
(1,099) ~ #74-(995) ~ &= #(987) ~ # 7§ (980) ~ ¥
1(974) ~ F 2 (960) ~ iE £ (959) ~ £ R(918) ~ i@
¥ (872) ~ 5 ¥ 4-(868) ~ # PR(TT8) ~ £ H-
(695) ~ 2-#c(669) ~ 4 § (656) ~ =4 (630) ~ =
(628) ~ ¢ R (619) ~ g4 (617) ~ § — % - (585) ~
3§ (566) ~ #:&(560) ~ F #(549) ~ +1 F(538) -
®3H(524) ~ p A(513) ~ 471 % (466) ~ 4. &
(464) ~ ¥ € (419) -

g A R LA e 50 MAEF PR S  h
32020 & M RaR g o2 (448) ~ R (421) -
£ (348) ~ 45 (322) ~ 57 H (290) ~ > F(286)
r ¥ (268) ~ % % (235) ~ REHI(228) ~ 13 {1 (228) »
B+ (223) ~ A2 (222) ~ 8 4 (21T~ x
(207) o @ JH>+ 2021 & Hspea@g 5 ¢h A (351) ~
B8 (310) ~ #154 (308) ~ #a (247) ~ -k 48 (229) ~
£ 4(222) ~ B 4 (222) ~ F % (218) ~ 3 (215) »
>0 (211) ~ eee2(203) -

45 2020 22 2021 & en% - F R4
BT S AT RIS TR

(1) 2021 # A% - F5e» SHEF= a&R
Bkl FF AU R T B AE { §
Baspu gt s A SRR R 2 RS M
%

(2) hig-F§7  FIAMAEFEFAR
PR3 PN RS k(-
AL T B B2 - ) I EHeET o

3.2020 # 2021 % = £@§ A+

2020 2 2021 & % = £ 5 50 I mAE F BB M4t
FRLOFTUFERIEREFNRDLFIRT §
#1,808) ~ B A (1,800) ~ FAE(1,505) ~ %
(1,160) ~ 474=(1, 110) ~ iT # (1,033) ~ # #
(1,023) ~ :# £(987) ~ # A (975) ~ H 7§ 7 i+
(888) ~ % PR(869) ~ #13:%(866) ~ # 1 (837) ~ + »
(837) ~ BL#(815) ~ # PR(T43) ~ i@ #(T19) ~ 4p %
(T11) ~ = = (707) ~ & % (662) ~ P ~(651) ~ 5%
(643) ~ & % (601) ~ % 3*+(597) ~ F 4(595) ~ #
(586) ~ ¢ R (5TL) ~ & # (568) ~ § — - (549) ~
7% 5 (501) ~ P& & (493) ~ F > (489) ~ ¥ ¢

(474) ~ L8 (4TD) ~ 7% + (470) ~ & € (460) ~ 2
7L45T) ~ 38 (454) ~ pE(418) -

Foip A E R EAF e 50 MeEF S o
52020 £ DA R F B 1 (478) ~ =2 (289)
¢ A (261) ~ 7#4m(259) ~ $#H(257) ~ 9§
(249) ~ % #(230) ~ = B(220) ~ 32§ (217) ~ 448
(212) ~ kA8 (201) ~ 4% [ (197) = @ B+ 2021 & &)
R g 406 (520) ~ 37 H (365) ~ gF e (289) »
FH(287) ~ L3 (265) ~ 27(229) ~ 4L % (228) ~
fE(221) ~ % 4 (207) °

135 2020 20 2021 & ch% = F RAEF 3t
Boo TS A TR TP

(1)2020 & & 7 7 B4 sefts 13R85
WEZBEAREY T s FRFORBFEFT TR
X T RE G MEEF SRE 2B AR AL

B v A REGE S 2 TR EMET -

4. 2020 ¢ 2021 5= F@Hh A ¥

A w5 2020 22 2021 # §ow E w50 4 IAR
BRMEFE L PUFRA EREHNRDE G
FRFOBA T63) ~ FAE(2, 111D ~ # e
(1,994) ~ # 4 (1, 405) ~ #74c(1,300) ~ T =
(1,274) ~ # % (1,159) ~ ¥ (1,129) ~ = &
(1,113) ~ £ PR(1,085) ~ #5(1,073) ~ Zh#kc
(997) ~ 3£ £ (963) ~ Jif . ? #4-(875) ~ h £ (856) ~
(844) ~ F (T99) ~ 47 X (T42) ~ B iE
(736) ~ = =+ (731) ~ + %(730) ~ % PR(729) ~ 4p %
(728) ~ & % (727) ~ " . (694) ~ § — # - (677)
¢ R (676) ~ "2 =(670) ~ ¥ = (668) ~ p ~(662) ~
+4#(659) ~ & § (652) ~ w4 (646) ~ &19(635)
ST (632) ~ IpF(622) ~ £18(622) ~ e B (611)
5 (610) ~ @ ¢ (351) -

etg @ EREA T 50 T SE o B
* 2020 & MR g +(332) 3 f
(322) ~ 4+ 5 (310) ~ # F(306) ~ # = (301) ~ A2
(297) ~ 7 ® (287) ~ %] 5 (288) ~ ve(284) ~ 2. ¢
(282) o @ >+ 2021 & Jsmerna g § 1 (607)
TH (497) ~ HE(369) ~ =2 # (334) ~ T B (311)
2 (310) ~ > 7L303) ~ A E (301) ~ £ % (287)
475 (285) -

12452020 2 2021 & 0% v F B 4EF At g
MR A F R A ATEP

(D Fdee AP FRLED > Aiad - k55
PRy ¢ TREIIN2 9 BT 2 12 7 hEpES
P SRR PO S e S LR =P o LR O R g
AR LR AT X EMeET

73



PY DOI: 10.6977/110S1.202303_7(5).0006
. ‘ I Jo SI W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

$ou 2020 # & 2021 & A& T R MR @6ﬁ”%{ﬁﬁ$?r§%4rﬁﬁyr%%J
FIE - ERFII L MAEF A aE R A 0 @ b PIT %" » L3058 S 4h RSB IBF P4 R
B 2RO ML e B M T - AR R R MR R L RSB s N kRt
PR EhRE G - LR RARR - TS F IR
A21#F#FA> 3 2 sz g TEE STEA T He

#2020 & 2 "gE AT TR fRBITEF AR

Fr 23255 A(F 8 A
NS S R R Tk 3

5]
2021 # & Fw S0 HOF MAEF R RMEF R R

| 20205 % —EXFE

(A48 Fﬁtz% s

AR R
48‘ =) }"?
R {iﬂ

el Q3>

iy | AN
A Y T o i g., :
3 T Zﬁﬁﬁ4 .

E "‘1'(3‘3:;{91
| e mn$¥'$x$¥ |

L w{% ﬁg{%iw i R,{iﬁg %4‘5#% i
-eﬁ— ,/‘-7 1B#E . %

20215 = EXFE |

@HE F‘fﬁ %E '{iﬂ m

mﬁig; £ 'E’_”"* ‘m,v ﬁi%(f : iﬂﬁ
% B *%%

7E

| 20204 FmEXFE 20214 FmEXFE |

74

International Journal of Systematic Innovation http://www.lJoSl.org



(2 vost

iternational Journa

DOI: 10.6977/1J0S1.202303_7(5).0006

W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

®8 20207 2021 £ B B4EF 2> F (1 E A
RS IS o 5.1

431§ w A

431 E w2204

1. MOMO

WA T MOMO AT 5 52020 £ A G
608 & > 2021 #RF T82 k& o Bl wieE AT %
FEG T UEAA ERF RS R ()
mt L wAE(532) ~ FH(519) - BA(398) T F
(314) ~ B:8c(302) ~ 3R (291) ~ » 3 (367) ~ &
(225) ~ i 1(224) ~ 48 & (204) = @ &> MOMO R4
T LA BN 6 IR FR G Ry
(140) ~ 27 (120) ~ F245(120) ~ Bt 5 (104) -

2.PChome

3 ¢ #% 7| PChome #pET - e~ %2020 & &
F 480 % 2021 # A 570 K o Al wiA A 4T
FPE Vg As ERT DR 9P R (5K HK)
wL LG w A (T10) ~ EH(534) ~ B A (339) ~ R
(253) ~ BL#c(250) ~ 3@ % (195) ~ H #(178) ~ @ =
(175)~ $p(172) ~ 3 2 A-(171)= A &>+ PChome
PP T S AR e AR RGP F IRV

2 (164) ~ %% (158) ~ & (127)~ o (121) ~ # =
(101) -

3R

WH Y R INE L T L § 02020 £ A F
1193 % » 2021 # B3 1223 &  tit w34 A 4758
PR T g Aa ERF NRAL v R (S
g A (1,350) > ¢ RL608) ~ w17 (544) ~ A
% (515) ~ iE# (463) ~ i{ ¥ (434) ~ % #(364) ~ . &
(356) ~ 4R (340) ~ B & (319) - A W3 iE L it
T H R e £ NG R AR
(223) ~ & #(221) ~ 8 ¥(220) ~ ¥ €(208) ~ *h %
(169) ~ gz ¢ (159) ~ PF % (145) ~ f& 2 (145) »

42 pBRF\FT L0 REHF L

A w3 MOMO ~ PChome ~ #5 A 2. I v = F 34 »
e F ZARE L R(F )T P ARLR T b
ML o FRR G P A ER BT B
I RSN S S SRS
N A K SRR Y S M [ S
29 0 T fRE] - AR B R B e

REE B R - RNEARAER -

MO =S RBEyFT i R332
FH &R 2 R

75



DOLI: 10.6977/1J0S1.202303_7(5).0006
W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

‘g;;IJoSI

432 w2 R2 A
1.. MOMO

EfeE AR EE T AAER
¥y v g (BB - 23 P9 ok
(187) ~ 13 (177) ~ F4R (168) ~ F#(153) ~ » %
(148) ~ R £ (137) ~ w4 (136) ~ & R (133) ~ s
(124) o & @ MOMO P4 T 5 B f w3e g A 47 7
¢ NG PR G EARA33) ~ A (124) - 2 R
(118) ~ 2 4= (112) ~ #2 2 (107) ~ i3~ (104) -

2. PChome

Bp e AT EETEE VI FAA ER

RO R ICS ki ’ﬁ R 3E(163) ~ £ PR

(145) ~ 47 (143) ~ w4 (141) ~ F#-(139) ~TF

(138)~ = (128) ~# & (126) - }'Eé(lZZ)\ HH97) -

@ & PChome A T & & f w47 ¢ § 1R
EF R U R FUDST SUD F
¥(39) -

3. IR

Gf AR ERSEG TG ER
LEECA SR €S OLESE N B I NOWIIORY &
1(682) ~ 378 (423) ~ B3} (371) ~ 12 |7 (354) ~ 24
(266) ~ = 17(227) ~ 4 ?:.(225) E % (208) ~ =
(199) e WHEEAMS T 5 f w@drire &
NP PR B RA50) B (139) ki
(133) -

4.2 A RREPFT e REHEFE

4 5] #-MOMO ~ PChome ~ $8 & 2. § & ~ & #47 >
M ZAECER(BLI0) VP ERRD &
Mg e FFR SRR IR
Boowdh e LMY e RF AT RS ER
B S EIRS SACIBA S CH B f o E
UL AT AL SR A SRS E E A

e

BB RERDEESTFR L LARTF Y

WHEER Y Feogkrad o LA T ER
A g MR § RN R R RS AL R
¥

3
X
R

14 68 RFE -

W10 =+ pppyp I S fe R 52
T KR ATy ER

5.3 1

51FT 2%
1. 4% 2020 &2 2021 & e - F 30 13

4
i
BEF RIS A ? TR i ch R AR

T 2HP o R T SR T

2. ¥-FopERRTEFEE TN F IR EEE

W%#Efﬁ‘ﬂ??&éﬁﬁfﬁ" s Bldoo 4o % &k 2023 & &
- ZFR YER” MeaF hmauES J R By
%‘?*mk’&ﬁrﬂﬁaﬁf}\* ek erdp B o P Bt
%mﬂ —?FE* CRE N YERT L L&D
FaEd e 5 - s R R IMET §F
?V-%*ﬁhﬁfﬁwsma@ L3
i i FIREEDESF 4 0 @ LE BT
EF % B ek EFEDERR
ERFZFFEr D RN BENR &

3

T

B
Sn % 5
#yw ﬂ

5

I

76



(2 vost

=

ii%**ﬂﬂﬂ*mﬁmfwﬁﬁﬁiérg
FAPM AWM AT - AN Gk P m L7 ¥ ik
ﬂﬁ%%ﬂmﬁ%ﬂ»%?Fu¥L_%13

A

ia@«ﬂ CHHNFREIPA MY g R
’,}_gﬁﬁma, FRBY T UFIRF IS FRR
EREE AL RS R TN R
FFokE (- AR vt gz - )3 f

EMET VAN FERANETRE A RSTR
ﬁp‘v\u‘ I A ey EpERe L BPAE
BEEF o [ Rl 2§ b S
E s ]‘)Jir;!mlt‘q:a"’l!r_]'?,}“h
R %*wWﬂéwaPmmﬁ ERT R

~
—.L'I

O N ’2020&)27 VB s BRSO RS

CAFERZBE > A QY S Tt B
ﬁ‘lké’ﬂﬁﬁﬂﬂﬁiﬁg%iwﬁio
PR kg BERET AR R
PARFRBS L PFRT G FRER L L
B4 VUBEFERFSEEBE Aae K
WK
“\1 imﬂff’wﬂ’ PR %ﬁobﬁ,ﬂﬂ » @

|
“

Jerpty gl e ZHE1IN24 B8 T 2 12
f&@fwéfﬁ ¥R uzgiﬁ"{ﬁmﬁ« %ﬁ,ﬁﬂ
#ﬁx@ir‘awéiﬁﬁw [ i
mE o Tl R LP&#%&%}J?#& CER gl
PRE ¥ P*“fs T e > 2021 & B Gdf
LR BRSO F R - FRII L BT e
Ao 4 PG 2o HE w‘vvhi&@&ﬁ‘% ’
PR A FoRE g I kT
BT A S A R A ROk 0 I R
BEFLENE LS w4 L gL
DAL R R REE S R AT R
TSR 4T

\r-‘t

22l —\‘ '\'—'Lu /F

5: LE 4}%» F‘
ﬂJ \__,

-L?“ﬁ%”*%ﬂﬂu%m i § F & MOMO
T Liﬂ'*}\ﬁg—% A Sl s b i 11‘47“2. s "]—&r’
A FEAE RS a—kMOMOJ"ﬁf_’R P
PRI A BAE L M 4 AN
feng 4 oPChome 4>t 272 8 g %5 &2 g «};
L B o Glde 2021 £ ¢ 1 R TR A 3

£ T @ % F > %) PChome :ﬁiﬂy FE: = IE'»,%’
% & Line AA¥T L fBEES & 28 guE
B0 1L E BEX (G —k—fp’fﬁ;—r S e B Fﬁ/ﬂ'}%
%‘EZ@'*#@’«T‘;H, - W““%ﬂt‘?fﬁ$ B s o
L i F R R F eE mapal
@*ﬁwﬁi’ﬁ‘ﬁ*ﬁ%&ﬁmﬂﬁwtﬁ
B BRREST LG (R @R
LD mEastREY T RS S A MOMO pE

LR AAEE KRB REEP AR -
?_‘E’Jﬁﬁﬁlﬁ gl iE F enY P2 ek PR ‘}3% —‘ﬁ
PR s ERES R o @ PChome s 5 §

DOI: 10.6977/1J0S1.202303_7(5).0006

W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

wEUE S B RE E M oo Bl AL Y
ISV UEED R AIEL B AT S0
WP i e m F T RAF L LE R
TARMELAEETAT R ARG EF B AR

-
FETTE TR O CKE ST MET -

- B3

5255 | B Hk

=

Bk
w e

B

S21 ¥Ry T o
1.

p

5
e
ET

4

g AR g % R T MAET A

EE I ’WH?E o BAEGR 0 R R R RS

%\#ﬁ B AR ,;lz‘;;ﬂ:;iiﬁ‘ﬁj}w gk X g
i i ﬁﬁwxﬁﬁL%ﬁfwwﬁmk
4

F - g TR

|

IR

=
-

® ¥ cru ik

RETRG Y PREF B LE S T R
ﬁ*?i«f”m,&%a'*’ (51 ’iﬁi%cﬂm?ﬁﬂiﬁ%%‘?}?ﬁ%
Arehd g o AR f%“ﬁéf%f’io
1‘r5 &ﬁvﬁ Weng 4 o —a‘ THE T R B S
?mw#’?Uﬁwvﬁhﬂ“iﬂaﬁﬁpm
AT R REE T BT SO B b g
R T b R sbsﬁﬁmiﬁi?.ﬁm@m@g&j\

5.2.2 $13 7 § & crut

1.

523873
1.

77

A DA A EOTRITRE Ka 8o
B ET L R th e b R e
o R AT H TR AT REEF T
*F v A o

R SN -k AR SR ) e 2k A
Tedl- M5 6 chigfRfi 2R Fm g v
E- HFwmjre g0 F 02 R FE B

j‘éﬁz\ F o

e Hf e
A EFARBE RN s R T e A
B RIE ] f?ééﬁ’r’%éiﬁﬁ.zﬁﬂ;ﬁﬁ
Ly ]‘f'fmv _g_ﬁwv ;ﬂz,%—;z&ﬁ]@i;;;ﬁm

B A 4 -

Kq#lj

AFTE R EER A AR e
r,rmm* ’ /‘ﬁﬂaﬂpzﬂiiﬁ;’aé "&'I‘?EPFEﬁv
PRAGEHEAP AT IR O RAL
gt oI REELI T ESEEY B FE R
PR b L& AT e 3R R R
K SR ’F?}jiﬁé;&i v { mr};fm,ﬂ 7
"ﬁ‘?‘f”’?ﬁl@‘?i‘—i e L BREAAHENFD B
e BRFREOTHR - B AT
(longitudinal study) °

o



() 1JoS

*F 3 R 44 PIT %% + e-shopping ¥ %
llfelsmoney B2 REFET A "ﬁ“f’?’ﬁ”%‘f
-frﬂz‘p" "M AREEY 4 a0k Bde Deard #®H
RGBS EEE AN F P RITOPTT 4p F&é
HWHmAE B A ATOT A F RRRETY -

3. AFF WEHENEMEY WD LRy T
=¥ & ~PChome ~ MOMO i& i~ ?ﬁ‘"%\#‘r IR G
THAEBT LA B A SR g
SRS IREE SR B Waﬁwﬁ’ﬁl RS R o 5
B4R E B Y A4 S8 (F RS T 5
hiF S LAR L

4, *#H 2 nF AL kR > MOMO 14 2 PChome sk 4
SIER bR K PR G 2 R e
ZFEZERA KL F T UH AR PP T LD
g BRI ST S IRNT Y o

é?k

LA

MIKAKO (2020) - Topl0 5%+~ gpppyr T 5 L
CE R RES.
https://www.top10.com.tw/life/938/top-10-online-
shopping-website/ - ¥ % p # : 2021 & 11 *
I5p -

MIC & ¥ e # g 7 (2021) - [epif § 531 4 )
529%F B H RS R &L ‘*’%% g 4
PR A2 o
B~ p https://mic.iii.org.tw/news.aspx?id=597 - ¥
2P 12021 & 11 % 12 p - (MIC, 2021)

SHOP LINE TRENDS > 2021 [ &% i) 3 A8 48
2otk p¥ 12021 & 117 18p B p
https://trends.shopline.tw/covid-19

Jasmine Huang (2020) - 7% %% ¥ @ 5 4o i@ e

FLOEVPRRIP ABREE | B0
https://www.91app.com/blog/coronavirus-retail-
impact/ ¥ % p # 12021 & 11 * 12 p -

o E I F X A4 E L € (2020) o e B EAEA 4T
I R e 1 S R
https://www.netadmin.com.tw/netadmin/zh-
tw/technology/C6FD7FD04ECB8B6624ESE014
A922 -

¥z P 12021 117 15p o (CSAM,
2020)

DOI: 10.6977/1J0S1.202303_7(5).0006

W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

N T

ST 5 £ F €(2020) ¢
FHEFYL 109 E L2577
109 & 12 * (FTC,2020)
¢l AR (2020) c B F R ESSL o L
4 B FEEH 17.5% o Bop
https://www.cna.com.tw/news/afe/202008050107.
aspx ° &% P #F 12021 &£ 11 * 12 p - (CNA,
2020)
*%%%NW> B F R A 4 L G AR
EMGER2ZFAY > KA BRGE LGS
FFF 47 o (Zhu, 2007)
A2~ e (2003) -
PRy 848, DY N R B E AL R
GRS S Y. £ # F (5T
64. (Yu and Zeng, 2003)
?‘JT (1999) - st ¥ 8+ EF|F2 2477 » B2 ¥
Lk B EF T gL g2 o (Li, 1999)
&S (2015) EF 5 - RG-S 5> 528
shotek pH 12021 # 127 3 p o Bep
http://huayu.chinhsilin.com/?p=70 (Lin,2015)
i@ (2021) iy szé R FNE
;B*t»ﬁr‘;spm ER TR =S i*}?ﬁ’d %
pPEp 2021 & 11 % 15p - Bp
https://www.businesstoday.com.tw/article/categor
y/183015/post/202108100028 (Lin, 2021)
Mupk v (2013) i f K (TR FRITAAT o fa R P
p 12021 & 11 % 15 p o B-p
https://mic.iii.org.tw/industry.aspx?id=77
(Chen, 2013)
A E (2021) c A B EN 17% ! SE T F
8 EAR? S FAT/EET 4T3 H7 -
e pH 12021 F 11 % 15p - Bp

https://www.bnext.com.tw/article/61940/deloitte-
retail-omo (Cheng, 2021)

R4 8D BTG 2
FARE o P EFAR

o e B B K L,

#7207 E (2015) - Bt BB FAOEE S £ RTE
BERALT ARET RIS ELERE -
(Xiao, 2015)

English

Alba, J., Lynch, J., Weitz, B., Janiszewski, C., Lutz,
R., Sawyer, A., & Wood, S. (1997).Interactive
home shopping: consumer, retailer, and
manufacturer incentives to participate in
electronic marketplaces. Journal of
Marketing, 61(3),38-53.

He, W, Zha, S., & Li, L. (2013). Social media
competitive analysis and text mining: A case

78


https://www.91app.com/blog/author/jasminehuang/

(2 vost

study in the pizza industry. International Journal
of Information Management, 33, 464-472.

Hoffman, D. L., & Novak, T. P. (1996). Marketing in
hypermedia computer-mediated environments:
Conceptual foundations. Journal of
Marketing, 60(3), 50-68.

Janal, D. S., (1995), "Online Marketing Handbook:
How to Sell, Advertise, Publicize, & Promote
Your Product & Services on Internet &
Commercial Online Systems" Van Nostrand.

Kalakota, R, & Whinston, A. B. (1997).

Electronic commerce: a manager's guide.Addison-
Wesley Professional.

Kotler, P., Armstrong, G., Saunders, J., Wong, V.,
Miquel, S., Bigné, E., & Camara, D.

(2000). Introduction to marketing. Pearson
Prentice Hall.

Similarweb (2022). similarweb.com. Accessed on Mar
30, 2022

UNCTAD NEWS (2020,0ctober 08) COVID-19 has
changed online shopping forever,survey shows
https://unctad.org/news/covid-19-has-changed-
online-shopping-forever-survey-shows.

Accessed on Nov 21,2021.

Victoria,Fryer.(2021) Understanding COVID-19’s
Impact on Ecommerce and Online
ShoppingBehavior
https://www.bigcommerce.com/blog/covid-19-
ecommerce/#covid-ecommerce-trends. Accessed
on Nov 21, 2021.

DOI: 10.6977/1J0S1.202303_7(5).0006

W. Shih, Y. Lin/ Int. J. Systematic Innovation, 7(5), 64-79(2023)

Zwass, V. (1996) "Electronic commerce: structures and
issues”. International Journal of Electronic
Commerce. 1(1), Fall, 3-23.

TE& R

HAE

MER BT
R L E T e

E o

SHAEEL AR R
AP pEAL -



https://www.bigcommerce.com/blog/author/victoria-fryer/

(2 vost

INSTRUCTIONS TO AUTHORS

Submission of papers

The International Journal of Systematic Innovation is a refereed journal publishing original papers four times
a year in all areas of Sl. Papers for publication should be submitted online to the 1JoSI website
(http://www.ijosi.org) In order to preserve the anonymity of authorship, authors shall prepare two files (in
MS Word format or PDF) for each submission. The first file is the electronic copy of the paper without
author's (authors') name(s) and affiliation(s). The second file contains the author's (authors") name(s),
affiliation(s), and email address(es) on a single page. Since the Journal is blind refereed, authors should not
include any reference to themselves, their affiliations or their sponsorships in the body of the paper or on
figures and computer outputs. Credits and acknowledgement can be given in the final accepted version of the

paper.

Editorial policy

Submission of a paper implies that it has neither been published previously nor submitted for publication
elsewhere. After the paper has been accepted, the corresponding author will be responsible for page
formatting, page proof and signing off for printing on behalf of other co-authors. The corresponding author
will receive one hardcopy issue in which the paper is published free of charge.

Manuscript preparation
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below the figure (or table) itself and as typed as the text.
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